
Ab s t r Ac t
Experts in computational linguistics have done a number of research to identify and categorize personality characteristics 
at various aspects, including terms, sentences, paragraphs, and recommendations. In this research work five stages model 
was proposed and the experimental result was evaluated on handwriting images.This paper presents a comparative 
analysis of fine-tuning transfer learning convolutional neural network models such as VGG16, ResNet50 and GoogleNet 
for personality detection. The results of fine-tuned models are assessed using the accuracy, precision, recall and f1_score 
measure. From the results it was observed that ResNet50 have achieved best accuracy as compared to GoogleNet and VGG16.
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In t r o d u c t I o n

Learning, pondering, perceiving, memorizing, and feeling 
are some of the several cognitive activities and states 

of mind that the various disciplines of cognitive science 
seek to investigate. Among the abovementioned forms of 
cognition, personality is crucial in determining how people 
behave in social situations. For a very long period of time, 
investigation on computer-based personality identification 
and categorization has been ongoing. Writing, photos, video, 
and audio are just a few of the several types of media that 
can be used to identify personalities.[1] The field of cognitive-
based emotion classification from social media language was 
inspired by a number of difficulties in cognitive computation 
research. There has been a significant amount of research 
in this field, and much more could have been undertaken. 
Written text cognitive-based sentiment analysis (SA) isn’t just 
a theoretical discipline; there are many areas where it’s been 
put to use, including finance,[5] learning,[4] wellness,[2] and 
other areas.[6] It can bridge the gaps between the abstractions 
of behavioral science and the more recent field of personality 
recognition from a people’s written response displayed on 
social networking sites++++[7] since it is a fusion of cognitive 
science and human neurology. Past few years have seen an 
unanticipated global expansion of social networking services 
like Twitter, Facebook, and Instagram. For instance, Twitter 
had approximately 330 million monthly active consumers 
as of the third quarter of 2019.[8] Researchers now have the 
chance of utilizing big information sources for retrieving 
and analyzing the written text personality characteristics 
demonstrated by consumers while utilizing social networking 
sites due to advancements in natural language processing 

and textual analytics, provided that the data scientific experts 
operating on social media subject matter are capable of 
addressing the difficult problems unique to certain subject 
matter.

People have been using handwritten text as a form of 
interaction and interpretation for hundreds of years, but it has 
only lately been discovered that handwriting has connections 
to both the psychological and cerebral functions of humans. 
Graphology is the psychological study of handwriting 
with the goal of identifying the personality characteristics, 
psychosocial factors, temperament, or behavioral patterns 
of the person who writes. It is still an inconclusive field 
because there is no accepted benchmark, with most 
handwriting understandings being made arbitrarily by 
qualified graphologists. Nevertheless, numerous studies have 
demonstrated the connection between handwriting and 
the neurophysiological characteristics of people. One such 
investigation is that of Plamondon,[9] which demonstrated 
that the brain creates personalities relying on having written 
practices and that every neurological brain sequence creates 
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a different neuromuscular motion identical for people with 
much a similar  sort of individuality. From this standpoint, 
writing precisely reflects a person’s intellect. The weights 
of movements [10], the progression of handwriting,[11] the 
manner the letters “t” and “y” are chosen to write,[12] as well 
as many other characteristics linked to how letters or texts are 
written or how the text is arranged on the page, are just a few 
of the many handwriting characteristics that graphologists 
presently examine in order to evaluate the psychosocial 
factors of the person who writes.

Experts in computational linguistics have done a 
number of research to identify and categorize personality 
characteristics at various aspects, including terms, sentences, 
paragraphs, and recommendations.[13,14] Nevertheless, 
according to several research, personality identification and 
categorization is a difficult domain in cognitive computations. 
The earlier research[13] on consumer personality recognition 
only employed a single deep learning convolutional neural 
network model. The research by[9] took advantage of the 
CNN framework, which only captures the local aspects of 
sentences and discards their prior context. Hence, additional 
research is needed to overcome various problems in order 
to effectively identify and classify a person’s personality 
characteristics.

Researchers suggested a mixed deep-learning approach 
for identifying individual personalities. The existing 
research[13] on the identification and categorization of 
consumer personalities served as a model for the presented 
model. For the classification of personality traits, one deep 
learning framework has been utilized in earlier investigations. 
The suggested method uses a combination of deep learning 
frameworks to effectively categorize the person’s personality 
attributes.

LI t e r At u r e re v I e w
Chaubey et al.[19] involved the predicting personality 
characteristics using handwriting examination. Graphology 
is the name given to a well-known technique of conducting 
this examination. It relies on how effective the graphologist 
is at doing so whether personality characteristics may be 
predicted from handwriting. The creation of a computer-
based method for handwriting evaluation has significant 
potential for forecasting personality characteristics. In this 
study, the convolutional neural network (CNN) is employed 
to forecast the five major personality qualities of the author 
at the moment of writing.

Sajeevan et al.[20] suggested a method to evaluate the 
effectiveness of computer-assisted handwriting assessment 
and determine the best machine learning categorization 
method for graphological features. A program is being 
created that will collect handwriting specimens and produce 
the writer’s personality characteristics. Pen pressure, 
page margin, and word size are the three key aspects of a 
handwriting specimen that the app examines. A database of 
the results from the testing of 300 specimens of handwriting 

was created. Support vector machine and K-nearest neighbor 
models are trained and tested using the datasets. The 
categorization reports show that the SVM and KNN models 
have high accuracy rates of 96 and 85%, correspondingly. A 
smaller group of people was used to test the app, and the 
results were positive. More than 65% of them expressed 
satisfaction with the app’s features and results. The presented 
approach is subject to further improvements, such as 
splitting handwriting samples into words and characters and 
evaluating their attributes.

Thomas et al.[21] described the handwriting characteristics 
associated with neuroticism. Additionally, it suggests 
a technique to automatically identify handwriting 
characteristics linked to neurotic characteristics, decreasing 
the bias and time needed to perform a conventional 
handwriting examination. The study shows that handwriting 
traits linked to neuroticism might be identified with machine 
learning algorithms with a testing precision of more than 
95%. With greater than 99% precision, the handwriting 
characteristics, such as asymmetry in the regions and forceful 
slashing strokes, were recognized.

Li et al.[22]  suggested an easily interpretable and easy-
to-understand model called the vanilla compositional 
network (VCN) by fusing a convolutional neural network 
with a sequence modeling layout (i.e., a recurrent neural 
network or Converter), which takes advantage of the prior 
contextual knowledge of the handwriting personality. VCN 
is a two-stage design, although performing significantly 
better than the prior state-of-the-art SOLHCCR algorithms. 
Due to its reliance on contextual information, it struggles 
from high vulnerability when dealing with badly written 
symbols, including such sloppy handwriting, lacking, or 
interrupted lines. Furthermore, researchers provided a unique 
deep spatial and contextual information fusion network to 
increase the OLHCCR model’s robustness (DSCIFN). It heavily 
incorporates the spatial characteristics of handwritten letters 
and their prior contextual information in a multi-layer fusion 
module and uses an autoregressive framework that has been 
pre-trained on a large-scale phrase corpus.

Joseph et al.[23]  introduced  a hybrid technique for 
character identification of MODI script in this study called 
WT-SVD (Wavelet Transform-Singular Value Decomposition). 
The extraction of features process is accomplished using 
the WT-SVD approach, which combines the singular value 
decomposition and wavelet transform techniques. For the 
categorization, Euclidean distance is utilized. Utilizing Symlets 
and Biorthogonal wavelets, the experimentation is carried 
out, and the outcomes are contrasted. The most accurate 
technique was the one utilizing biorthogonal wavelet feature 
retrieval.

Chaudhari et al.[24] analyzed various strategies for 
characteristic extraction to forecast a writer’s personality 
and reveal linkages between handwriting and personality 
psychology. Personality characteristics can be understood 
through handwriting characteristics that have psychological 
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backing. The article links these characteristics and promotes 
the usage of computer-based graphology for predicting 
personality. The use of graphology in numerous areas is 
also covered.

Chitlangia et al.[25] analyzed and comprehended 
people’s handwriting to categorize the characteristics of the 
writer. However, the traditional procedure of handwriting 
examination is time-consuming, expensive, and heavily 
relies on the graphologists’ abilities. In order to automate 
the procedure, researchers took many characteristics from 
handwriting specimens and categorized the writer into five 
personality types: enthusiastic, extroverted, introverted, 
disorganized, and positive. In order to provide an input for 
the Support Vector Machine system, which produces an 
output representing a person’s personality attribute, the 
histogram of oriented gradient (HOG) method retrieves 
characteristics from a specimen of the writer’s handwriting. 
In order to complete this work, 50 distinct individuals’ 
digital handwriting samples were gathered. The Polynomial 
kernel used in the presented method forecasts a person’s 
personality attribute with an accuracy of 80%. In this study, 
researchers presented an automated approach for predicting 
personality traits from user handwriting. To gauge and 
contrast the effectiveness of the suggested system, two 
distinct approaches are used on the identical handwriting 
specimen information.

Bhade et al.[26] presented an approach that consists of 
three primary stages: picture pretreatment, handwriting 
feature detection, and personality characteristic mapping. 
The procedure of converting a handwriting specimen 
into a form that can be analyzed quickly and effectively 
in subsequent phases is known as picture pre-processing. 
These procedures include grayscale conversion, thresholding, 
noise reduction, and picture morphology. Handwriting 
characteristics are extracted during characteristic recognition. 
The left margin, right margin, and word gap are retrieved as 
three characteristics of handwriting. Last but not least, the 
rule-based approach is used to map retrieved characteristics 
to personality. Regarding three handwriting characteristics, 
a writer’s personality is shown. The suggested technique 
has a 90% accuracy rate in predicting a person’s personality.

Fatimah et al.[27] used both of the six characteristic 
approaches. Four particular letters—”a,” “g,” “s,” and “t”—
were examined utilizing a Convolutional Neural Networks 
(CNN) categorization method as part of the multi-structure 
study, which included features of margin, a gap between 
lines, a gap between phrases, slope, and dominant region. 
The precision of the structured method, according to the 
outcomes, was up to 82.5–100%, whereas the accuracy of 
the symbol approach utilizing CNN had a precision of up to 
98.03 percent of fresh data with 7–10 minutes of practice.

Valdez-Rodríguez et al.[28] aimed to infer user personality 
characteristics from their handwritten messages. In this article, 
researchers proposed architecture built on a Convolutional 
Neural Network (CNN) as a classifier and utilized the scanned 

picture of the subject’s handwritten article separated into 
portions to categorize them. The original database consisted 
of 418 color photos. They then extracted 216 portions of 
every picture in grayscale, binarized those, and got about 
90,000 pictures. Five convolutional layers make up the 
CNN, which also has three entirely interconnected layers 
for categorization. The five convolutional layers retrieve 
characteristics from the regions.

Me t h o d o Lo g y
Pre-processing, segmentation, character recognition, word 
reconstruction, and conflict resolution are the five primary 
components that make up the research work that is being 
suggested. The sequential representation of this work is 
shown in the following figure, which is labeled in “Figure 1.” 
It is compatible with photographs in any format that may 
be input.

Pre-processing
It has been determined that the picture of the document 
will serve as the input image. The first thing that is done 
is the pre-processing step, which involves identifying the 
borders, cropping the borders, applying the transformation 
to straighten the page, applying the sharpening kernel, 
identifying and cropping the borders, and eliminating noise, 
correcting skew and size. In order to get the initial input 
image ready for further processing, it must first be scanned 
and examined. Cropping, aligning the page, and checking 
the borders are all tasks that may be accomplished. Using a 
Gaussian filter with an Otsu threshold, the noise is eliminated 
after determining where the page boundary is located. After 
that, a greyscale image is created from the original picture.

Character Segmentation
After the image has been pre-processed, the next significant 
step is the segmentation of the image into words. During 
the segmentation process, an open-source library known 
as Tessaract-ocr is utilized. This library generates a stream 
of characters that are then sent on to the subsequent stage. 

Figure 1: Working flow of Proposed Model
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Recognition using Fine-tuned CNN Models
An architecture-specific multi-layered neural network called 
a CNN is used to recognize intricate details in data. The 
architecture of a general CNN[19] is shown in the following 
Figure 2. It can be used to categorize the contents of different 
photos. The model can receive the photographs as input. 
Similar to CNN, ANN is influenced by how the human brain 
functions. Similar to how the human brain looks for features 
to identify objects, CNNs can classify photos by extracting 
their features. Convolutional layers and max-pooling layers 
are both present in CNN. The completely connected layer is 
connected to the nth pooling layer. In order to reduce loss, it 
includes a few backpropagation stages during the learning 
phase. Finally, it generates the output using an activation 
function like Softmax. In this paper, we have proposed and 
compared the performance of fine-tuned models (Figure 3)
such as VGG16, ResNet50 and GoogleNet.

VGG
The VGG network is made up of three convolutional 
layers stacked on top of one another and are of different 
thicknesses. The maxpooling procedures decrease the 
capacity (downsampling). Finally, as shown in the study,[13] 
the fully connected layers with a total of 4096 nodes and 
activation function as softmax classifier are also included.

ResNet50 
The degradation problem and the inability of numerous 
non-linear layers to comprehend identity mappings were 
the main reason behind ResNet50, a deep residual neural 
network learning approach (ResNet). A high number of 
layered residual units are necessary for ResNet to function. 
These residual units were used as the network’s basic 
components or foundation components when it was 
built. These foundation components comprise the ResNet 
framework, composed of a collection of residual units.[10] The 
residual units are composed of the convolution layers, a new 

layer introduced after the convolutional layer called pooling 
layers, and layer components. ResNet is roughly eight times 
as deep as VGG nett, despite the design’s usage of 3x3 filters. 
It is also caused by the use of global average pooling layers 
rather of fully-connected layers. Lastly, a specialized softmax 
layer was created to detect personality.

GoogleNet
In addition to this, we will sometimes refer to the current 
iteration of the Inception architecture as “GoogLeNet.” We 
also utilised a wider and deeper Inception network, which, 
despite having a quality that was significantly lower, seemed 
to improve the findings when added to the ensemble. 
Rectified linear activation is used for all of the convolutions, 
including the ones that are contained within the Inception 
modules. Our network has a receptive field that is 224 * 224 
squared when the RGB colour channels are taken into account 
and the mean is subtracted. The terms “5*5 reduce” and “3*3 
reduce” refer to the number of 1*1 filters employed in the 
reduction layer before applying the 3*3 and 5*5 convolutions, 
respectively. When just the layers that contain parameters 
are counted, the depth of the network is 22 (or 27 layers if 
we also count pooling). 

Transfer learning[19] refers to the idea of fine-tuning. The 
ML approach, called transfer learning, uses information from 
a process trained from a  kind of issue to train on another 
similar job or area. In DL, initial layers are trained to recognize 
task-specific characteristics. In fine-tuning, some final layers 
of the trained networks throughout transfer learning can be 
replace then it is retrained for the desired target. Although 
fine-tuned learning trials necessitate some learning, they 
are nevertheless significantly quicker than starting from 
zero. Furthermore, comparing it to models created entirely 
from the start, these having higher accuracy.Mostly, batch 
normalization is added with a fine-tuned model for reducing 
the issues caused by internal covariate shift. The outcome 
of the previous  layer serves as the input for the following 
layers while the deep neural network (DNN), apart from 
ANN,  are being trained. As the values from  earlier layers 
fluctuate  over time as the network is being trained, the 
propagation of the inputs to the layers changes dramatically. 
Batch normalization permits using far larger learning rates, 
reduces initiation concern as well as  in certain situations, 
removes the requirement for dropout. Batch normalization 
may be beneficial in two schemes: quicker learning but also 
increased accuracy in general. Throughout the studies, batch 
normalization along with parametric rectified linear units 
(ReLU)  activation function and using hybrid loss function. 
This loss function is designed to solve the problem of class 
imbalance. The loss function is described as below:

                                                                   (5)
Where,J = Number of loss functions, I = Number of layers 

in model and FCij = Focal loss

Figure 2: Basic CNN architecture.

Figure 3: Fine-tuned model architecture.
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For fine-tuned model, parametric ReLU is adopted because 
it fine-tunes the learning parameters on its learning rate 
without any vanishing gradient problem.

Word Reconstruction
The dictionary’s definition will serve as the basis for the 
forecast of the word. A confidence rating will be given to 
the predicted character behavior after it has been predicted. 
The prediction with the second and third-highest degree 
of confidence will be chosen as the output rather than the 
forecast with the highest level of confidence. 

re s u Lts A n d dI s c u s s I o n s
The experimental result was evaluated on image dataset 
collected from Kaggle resource.[29] Below in Figure 4, sample 
of input image for personality prediction is presented. The 
dataset contains images of the following personalities:
• Openness: Individuals who prefer to try new things and 

learn new things typically have high openness scores. It 
possesses traits, including being innovative, insightful, 
curious, and diverse interests.

• Conscientiousness: People who have self-control, 
attentiveness, dependability, and are always on time have 
high Conscientiousness: It has traits like being organized 
and methodic.

• Extraversion: People gain energy from conversing 
with others and exchanging ideas. Talkative, energetic, 

sociable, positive feelings and assertiveness are the traits 
of being extraversion.

• Agreeableness: These individuals are polite, helpful, and 
compassionate. It possesses traits like kindness, affection, 
and sympathy.

• Neuroticism: Neuroticism relates with impulse control, 
intensity of unpleasant emotions, and emotional stability. 
The traits of being neuroticism are moody, anxiousness, 
jealousy, and tension.

Further, the results of fine-tuned models are assessed using 
the accuracy, precision, recall and f1_score measure as shown 
in Table 1. To determine whether the model can converge 
with so few iterations and which suffered from the degrading 
issue, every experimentation was run for a total of 100 epochs. 
All fine-tuned networks are hyper-parameterized. The batch 
size of 64 for the network’s training was used. This study 
presents a comparative state of art deep learning models 
for fine-tuned deep learning models. Accuracy. Precision, 
recall and f1_score are used for the performance evaluation. 
Mathematically, they are represented as:

Where true positive, true negative, false positive, false 
negative are true positive, true negative, false positive and 
false negative instances, respectively.

Figure 5 shows the training and validation performance 
of VGG16 considering accuracy, loss and ROC as performance 
parameters. The epoch varied from 0-100 as the graph 
converged before that. For accuracy vs epoch, the accuracy 
converges at around 10 epoch. The average accuracy for 
VGG16 is 40.2%. For the second performance parameter, 
the loss first decreases from 0-10 epoch and then becomes 
constant after 10. For third performance parameter i.e. ROC 
for classes, were considered from class 0- class 4. The ROC is 
shown in Figure 5. Figure 6 shows the training and validation 
performance of ResNet50 considering accuracy, loss and ROC 
as performance parameters. The epoch varied from 0-100 as 
the graph converged before that. For accuracy vs epoch, the 
accuracy converges at around 30 epoch. The average accuracy 
for VGG16 is 88%. For the second performance parameter, 

Figure 4: Handwriting samples.

Figure 5: Training and validation performance for VGG16 
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the loss first decreases from 0-30 epoch and then become 
constant after 30 epoch. For third performance parameter 
i.e. ROC for classes, were considered from class 0- class 4. 
The ROC is shown in Figure 6. Figure 7 shows the training 
and validation performance of GoogleNet considering 
accuracy, loss and ROC as performance parameters. The 
epoch varied from 0-100 as the graph converged before 
that. The average accuracy for VGG16 is 83.2%. For second 
performance parameter, the loss shows peaks at 60 epochs. 
For third performance parameter i.e., ROC for classes were 
considered from class 0- class 4. The ROC is shown in Figure 7.

Table 1 compares VGG16, ResNet50, and GoogleNet 
considering Accuracy, Precision, Recall and F1_Score as 
performance parameters. For VGG16 accuracy is 40.2%, 

precision is 27%, Recall is 40% and F1_ Score is 32%. For 
ResNet50 accuracy is 88%, precision is 89%, Recall is 88% and 
F1_ Score is 88%.For GoogleNet accuracy is 83.2%, precision 
is 88%, Recall is 83% and F1_ Score is 85%. The accuracy, 
precision, recall and f1 Score is maximum for ResNet50. 
Figure 8 shows the comparative performance evaluation 
on deep learning models VGG16, ResNet50 and GoogleNet. 
The accuracy, precision, recall and f1 Score is maximum for 
ResNet50. The accuracy is maximum improved by 47.8%, 
precision is improved by 61%, recall is improved by 48% and 
f-1 score is improved by 56% when compared with VGG16 
and GoogleNet. 

co n c Lu s I o n
The paper have presented a five-stage model for personality 
prediction from handwritten images with the help of 
deep learning and image processing tools. This paper 
has compared and analyzed the fine-tuning of a cutting-
edge deep convolutional neural network for personality 
detection using image processing tools. Furthermore, the 
accuracy, precision, recall, and f1 score measures are used 
to evaluate the outcomes of fine-tuned models. Some 
existing pre-trained transfer learning models such as VGG16, 
ResNet50, GoogleNetis fine-tuned and compared their 
performance. From result analysis, ResNet50 have achieved 
88% of accuracy, GoogleNet have achieved 83% accuracy 
and VGG16 have achieved only 40% accuracy. Therefore, 

Figure 7: Training and validation performance for GoogleNet

Table 1: Comparative performance evaluation on deep learning models

Accuracy Precision Recall F1_score
VGG16 0.402 0.27 0.40 0.32

ResNet50 0.88 0.89 0.88 0.88
GoogleNet 0.832 0.88  0.83 0.85

Figure 8: Comparative performance evaluation on deep 
learning models.

Figure 6: Training and validation performance for ResNet50
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ResNet50 is most adaptable learning model for personality 
prediction. In future, the work will be extended to improvise 
the performance of designed models. 
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