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I N T R O D U C T I O N

Deep learning and machine learning play very
important role in the field of pattern recognition, face
recognition, image processing, and many more. Deep
learning is a classifier and filter is used for more and
more filtering the data and achieves better accuracy.
The main motive and contribution of this research
work is to develop the robust and  efficient model that
achieves better accuracy. The proposed model is
developed  using hybridization of deep learning and
machine learning techniques classification of for
handwritten digit patterns. We have used CNN to extract
features of dataset and standard machine learning
algorithms like SVM, KNN, and RFC for reorganization
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A B S T R AC T

In modern research, pattern recognition is a vast field for the academicians and researchers to contribute their work.
Various kinds of patterns like images, character, handwritten digit, etc can be recognized and classify with the help of
the intelligent techniques. This research work is concentrated on the classification of handwritten digit recognition.
In the world, peoples’ handwriting is different from each other’s and uses different languages, so it is necessary to
develop a model that is able to recognize handwritten digits with high accuracy. Various deep and machine learning
methods have been implemented by various authors and achieved satisfactory results. This research work has proposed
a hybrid technique that combines deep learning and machine learning algorithms for  classification of handwritten
digit characters. The proposed model has two steps, first feature extraction, and second is classification of handwritten
digits. The Convolutional neural network (CNN) has been used as feature extractor, and support vector machine
(SVM), K-nearest neighbors (KNN), and Random Forest Classifier (RFC) algorithms have been used to recognize and
classify handwritten digits. We have used very famous handwritten digit dataset as MNIST that contains 70000 samples
of 0-9 digits, and EMNIST  is an extended version of the MNIST dataset, that contains 280000 handwritten digit
samples. The contribution of this research work is to enhance the recognition rate by our proposed hybrid models as
CNN with SVM named as CNN-SVM, CNN with RFC named as CNN-RFC, and CNN with KNN named as CNN-KNN
model, and achieved excellent recognition rate with both MNIST and EMNIST data samples. We have achieved the
testing accuracy as  99.45% by CNN-RFC, 99.48% by CNN-KNN, and 99.55% by CNN-SVM with MNIST dataset while
99.54% by CNN-RFC, 99.46% by CNN-KNN, and 99.66% by CNN-SVM with EMNIST dataset. The testing accuracy
achieved by our proposed model is tremendous and higher than previous research work.

Keywords:  Convolutional Neural Network (CNN),EMNIST Handwritten Digit Dataset, K-nearest neighbors (KNN),
MNIST Handwritten Digit Dataset, Random Forest Classifier (RFC), Support Vector Machine (SVM).
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and classification of handwritten digits patterns. Here,
the MNIST handwritten digit dataset is used to train
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the classifier and calculate the accuracy. The MNIST
dataset [1] is freely available. We have also used one
more handwritten dataset such as EMNIST digit
dataset for analysis of proposed model.  The EMNIST
digit dataset has been downloaded [2] which is also
freely available.

Many authors have calculated the recognition
accuracy of various models with MNIST testing
samples and achieved the satisfactory results. In case
of MNIST dataset, some authors [3] proposed two-
stage classification techniques for feature extraction
and classification and achieved 99.03% of accuracy.
The authors [4] proposed a DBN-based classification
model based on two approaches like evolutionary
algorithm and structure learning, and they achieved
as 97.02% of recognition rate with testing samples.
The Genetic algorithm-based techniques have been
implemented by authors [5] for feature extraction of
training and testing samples and used machine
learning techniques for classification. The authors [6]
proposed ANN, which is fast and efficient because
they have used GPU for the calculation and
experimental work and achieved 98% of recognition
rate. The minimal CNN and extended minimal CNN
based on layered approach has been proposed by the
authors [7] for recognition of handwritten digits and
achieved 97.30% accuracy with minimal CNN, and
98.50% accuracy with extended minimal CNN.  Some
authors [8][9][10][11][12][13][14] used different
layered approach of CNN and achieved an excellent
results as 98.80%, 98.32%, 99.20%, 99.10%, 98.40%,
98.00%, and 99.31% of accuracy respectively. Some
authors proposed hybrid deep learning and machine
learning model for handwritten digit recognition.
Some authors [15] proposed hybrid CNN-SVM and
achieved 94.40% of accuracy, [16] proposed hybrid
CNN-SVM model and achieved 99.28% of recognition
rate, which is better than previous results. The authors
[17] studied the research on MNIST and EMNIST
dataset with different techniques and author [18] used
deep learning model for classification.

Some authors also contributed their research with
EMNIST handwritten digit dataset. The authors [19]
used a deep neural network technique with an
encoder to validate testing samples and achieved
98.50% of recognition rate with testing image samples.
The Deep-CNN technique has been implemented by
the authors [20] and also compared the accuracy with
much iteration. The Evolutionary-DNN methods
proposed by the authors [21] for handwritten digit
recognition and achieved 99.30% of accuracy with

digits dataset and also calculated the performance of
the model with various datasets.  The authors [22]
proposed the LeNet model for recognizing handwritten
digits and achieved 99.50% balanced recognition
accuracy with digits data.

This paper has enhanced the recognition and
classification accuracy by our proposed hybrid model
that is a combination of CNN and SVM named as CNN-
SVM, CNN with RFC named as CNN-RFC, and CNN with
K-NN named as CNN-KNN model. Here, CNN has been
used for the feature extraction of dataset, and SVM,
KNN, and RFC techniques have been used to classify
data samples. The proposed hybrid models CNN-SVM,
CNN-RFC, and CNN-KNN achieved an excellent
recognition rate with both MNIST and EMNIST
datasets.

P R O P O S E D  A R C H I T E C T U R E

This section has explored the flow of proposed
architecture of the research work. The proposed hybrid
technique for handwritten digit recognition consists of
feature extraction using CNN, and reorganization and
classification of digits using machine learning
techniques. We have implemented proposed hybrid
CNN-SVM, CNN-KNN, and CNN-RFC models with
MNIST and EMNIST handwritten digit datasets. The
main advantage of proposed system is to classify the
handwritten digits with high accuracy. We have also
represented  flow diagram of  proposed model.

The architecture of the proposed model has
represented in Figure 1. This is a flow diagram for
developing the robust model to achieve better
classification accuracy. The steps of creating the
proposed model as given below:

An Improved and Customized Hybrid of Deep and Machine Learning Technique Model for Handwritten Digit Recognition

Figure 1: Flow diagram of proposed hybrid model
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Data Set

We have collected the MNIST dataset from the
website [1] and EMNIST dataset from website [2] for
handwritten digits recognition and classification. The
MNIST dataset is a collection of 70000 samples that
is divided into four files, 1st for 60000 image sample
used as training images, 2nd for 60000 labels of
training samples, 3rd for 10000 image sample used
as testing images and 4th for 10000 labels of testing
samples. Similarly, EMNIST dataset has 280000 images,
and their labels samples, where we have used 240000
as training samples and 40000 as testing samples. The
Figure 2 represent the total number of training and
testing samples of each digits.

Data Preprocessing

The preprocessing of the data is a major task with the
images because it is necessary to remove noises,

(A) MNIST samples

(B)EMNIST samples

Figure 2: Training and testing samples of each digit (0-9)

irrelevant information and unstructured format of
images. They consist of normalization, reshaping,
image distortion, slant correction etc., and used
normalization and reshaping for preprocessing of
image samples.

Feature Extraction using CNN

The extraction of features by CNN combines various
convolutional layers with various parameters. CNN is
the part of deep learning, that extract the features
from dataset  and classify the handwritten digits.  CNN
[23][24] is one of the important deep learning
approach for solving the complex problem. CNN
handle complex data for image classification, pattern
recognition and natural language processing. CNN has
included multiple layers like input layer, convolutional
layer, pooling layer, fully-connected layer and output
layer as shown in Figure 3, and gives better
performance in machine learning problem.

Classification

Classification is the last step of our proposed model
to classify the training images, and evaluate the
performance of the models with testing samples. We
have used SVM, KNN, and RFC as classifiers for
classification of handwritten digits. It reduces the
computation power to get efficient accuracy for any
dataset and KNN classify the data based on similar
classes into multiclass [25]. KNN solves the multiclass
classification problem. The main task of KNN is find
out value which have maximum distance from all
available values using hamming distance or Euclidian,
and that value known as k [8]. RFC [26] is a type of
supervised machine learning algorithm that
combined with multiple decision trees.RFC are useful
for large size  dataset and with has a large number of
input features. A random forest use Gini index or
entropy to handle the classification problem.

E X P E R I M E N TA L  A P P R O C H

In this research work, we have used python 3.7
software available on anaconda navigator (anaconda3)
with Tensorflow and Keras environment [27] for
implementing the proposed hybrid models. We have

Figure 3: Simple architecture of CNN
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proposed hybrid CNN-SVM, CNN-RFC, and CNN-KNN
models for the recognition and classification of MNIST
and EMNIST handwritten digit datasets. The process
of the experiment has been described in the following
phase:

Dataset Preprocessing

In data preprocessing, we have normalized each
image sample of training and testing data by dividing
255 and converting the pixel value between 0 to 1.
Also, perform the reshaping of each image in 28*28*1
dimension. Some of the image samples of the digits
dataset are represented in Figure 4.

Feature Extraction using CNN

We perform the feature extraction with the preprocessed
image samples. We have used the CNN method with
different parameters and layers for feature extraction.
The structure of CNN as follows:-

 Added first convolutional layer with 32 filters, (5,5)
kernel size, and relu activation function.

 Added second convolutional layer with 32 filter,
(5,5) kernel size, relu activation function and  also
added max-pooling of (2,2) size and batch
normalization.

 Added  third  convolutional layer with 32 filter, (5,5)
kernel size, relu activation function, and batch
normalization.

 Added  fourth convolutional layer  with 64 filter,
(3,3) kernel size, and relu activation function .

 Added  fifth convolutional layer with 64 filters, (3,3)
kernel size, relu activation function, and also added
max-pooling of (2,2) size, stride, and batch
normalization.

 Added sixth convolutional layer with 64 filter, (3,3)
kernel size, relu activation function, and batch
normalization.

 Added Flatten layer.

After completing the feature extraction process,
we have achieved the dimension of each image is
3136 for both training and testing data samples.

An Improved and Customized Hybrid of Deep and Machine Learning Technique Model for Handwritten Digit Recognition

Figure 4: Some sample of handwritten digits

Classification of Handwritten Digits Data

Classification techniques play very important role to
classify the handwritten digits patterns with high
accuracy In this process, the extracted features of
training and testing samples of MNIST and EMNIST
datasets supplied to classification techniques. In this
experiment, three machine learning techniques is
used to recognize and classify both MNIST and
EMNIST handwritten digits patterns. The classification
of handwritten digits dataset is divided into two cases:
Case1, proposed hybrid model is used to classify the
MNIST handwritten digits patterns, while Case2
proposed hybrid model for classifying the EMNIST
handwritten digits patterns.

 Case – 1

The experimental outcome of three proposed hybrid
methods with the MNIST dataset is given in Table 1
that represents the training and testing accuracy of
the proposed models with the MNIST dataset. We
have used RFC classifier with optimized features of
training and testing samples. The proposed CNN-RFC
model achieved 100% of training accuracy. After
training the CNN-RFC model, testing samples of the
optimized MNIST dataset applied and achieved
99.45% of testing accuracy. We have used a standard
KNN classifier with optimized features of training and
testing samples. The proposed CNN-KNN model
achieved 99.79% of training accuracy and 99.48% of
testing accuracy.  We have also used SVM classifier with
optimized features of training and testing samples. The
proposed CNN-SVM model achieved 100% of training
accuracy and 99.55% of testing accuracy.

From the above Table 1 show that the testing
accuracy of CNN-SVM is higher than other proposed
hybrid models. Figure 5 shows the (A) confusion
matrix  and (B) classification report of the hybrid CNN-

Table-1: Accuracy of Proposed Hybrid Models with
Optimized MNIST Dataset

Model Dataset Accuracy 

Training samples 100% 
Hybrid CNN-RFC 

Testing samples 99.45% 

Training samples 99.80% 
Hybrid CNN-KNN 

Testing samples 99.48% 

Training samples 100% 
Hybrid CNN-SVM 

Testing samples 99.55% 
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SVM model with testing samples of the MNIST dataset.
In this figure, we have calculated the various performance
measures as shown in Figure 5 in case of MNIST dataset.

Case – 2

Similarly, all three proposed hybrid models have
implemented an optimized EMNIST digit dataset and
achieved the satisfactory results represented in
Table -2.

(A) Confusion matrix

(B) Classification report

Figure 5: Confusion and classification report of testing
samples of MNIST by using hybrid CNN-SVM model

Table 2, shows that that the testing accuracy of
CNN-SVM is higher than other proposed hybrid
models. Fig 6 shows the confusion and classification
report of hybrid CNN-SVM model’s with testing
samples of the EMNIST dataset.

In this figure, we have calculated the various
performance measures as shown in Figure 6 in case
of EMNIST dataset.

All three proposed hybrid models with MNIST and
EMNIST digit dataset are implemented and found that
the proposed hybrid CNN-SVM model gives a better
recognition and classification rate with both MNIST
and EMNIST testing data samples.

R E S U LT  A N A LY S I S

This section compares the accuracy of proposed
model with existing models in case of both MNIST and
EMNIST datasets.

(A) Confusion matrix

(B) Classification report

Figure 6: Confusion and classification report of testing
samples of EMNIST by using hybrid CNN-SVM model

Table-2: Accuracy of Proposed Hybrid Models with
Optimized EMNIST Dataset

Model Dataset Accuracy 
Training samples 100%  

Hybrid CNN-RFC 
 Testing samples 99.54% 

Training samples 99.75%  
Hybrid CNN-KNN Testing samples 99.46% 

Training samples 99.99%  
Hybrid CNN-SVM 
 Testing samples 99.66% 
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Comparison of proposed hybrid model with previous
research work with MNIST dataset

In handwritten digit recognition, various authors
contributed their research experience using the CNN
technique and hybrid techniques of machine learning
and deep learning. This paper has also proposed a
hybrid model based on deep learning and machine
learning and achieved excellent results. The
comparative analysis of various CNN frameworks with
our proposed hybrid model represents in Table 3,
where our proposed hybrid CNN-SVM gives better
accuracy compared to others. The proposed hybrid
model CNN-SVM gives the highest 99.55% of accuracy
compared to other hybrid and existing models  in case
of MNIST dataset.

Comparison of proposed hybrid model with previous
research work with EMNIST dataset

In the EMNIST dataset, compared the performance
of  proposed hybrid techniques with the previous
research performance of digit recognition. The

Table-3: Comparative Analysis of Proposed and Existing Models

Year Reference Name of the Model 
Validation 
Accuracy 

2010 [3] Two-Stage Classification 99.03% 

2011 [4] DBN based Approach 97.02% 

2014 [6] Fast Efficient ANN 98.00% 

2017 [7] Minimum CNN 97.30% 

2017 [7] Extended Minimum CNN 98.50% 

2017 [8] CNN(Keras Based) 98.80% 

2018 [9] DenseNet 99.37% 

2018 [10] DeepLearning –CNN 99.20% 

2017 [11] CNN 99.10% 

2019 [12] CNN 98.40% 

2011 [15] Hybrid CNN-SVM 94.40% 

2019 [28] CNN+DL4J 99.21% 

2020 [16] Hybrid CNN-SVM 99.28% 

2020 [16] SVM 98.35% 

2020 [14] CNN 99.31% 

2019 [13] CNN 98.00% 

2021 [29] CNN 98.80% 

Hybrid CNN-RFC 99.45% 

Hybrid CNN-KNN 99.48% Proposed Model 

Hybrid CNN-SVM 99.55% 

comparative analysis of various CNN and hybrid
models’ frameworks is represented in Table 4, where
our proposed hybrid CNN-SVM gives better accuracy
compared to others. The proposed hybrid model CNN-
SVM gives the highest 99.66% of accuracy compared
to other hybrid and existing models in case of EMNIST
dataset.

C O N C LU S I O N

In the area of pattern recognition and classification,
the domain of handwritten recognition has been
adopted by various authors. This paper has proposed
CNN-SVM, CNN-KNN, and CNN-RFC-based hybrid
models to recognize MNIST and EMNIST handwritten
digit datasets. CNN is the part of the deep learning
that extract the features from dataset  and machine
learning technique is used for classification of
handwritten digit samples. The proposed hybrid model
CNN-SVM is achieved 99.55% of testing accuracy with
MNIST dataset and achieved 99.66% testing accuracy
with EMNIST dataset which represents the excellent
performance. Finally, we have concluded that our
proposed hybrid CNN-SVM model achieved higher
accuracy than the previously developed models by
different researchers.
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