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1. INTRODUCTION
The real-time activity recognition and detection through 
video do the job of analyzing video sequences to detect 
and recognize the activities and the objects. This paper 
is about a security monitoring system that uses the 
identification of activity of the human body and the 
detection of items to establish surveillance security. Human 
does not identify unusual circumstances, though, but 
computers that analyze the photos collected and recognize 
suspicious behavior or incidents and artifacts. We have 
used OpenPose Python. The system records videos and 
monitors a human’s actions. The human face and history of 
human behavior play an important role in the recognition of  
individuals.

Video surveillance has become a major concern in 
everyday life nowadays with the increasingly growing needs 
of citizens protection and personal assets. A consequence 
of these requests has resulted in cameras being mounted 
almost everywhere. Most current video surveillance systems 
have one function; they need a human operator to track 
continually, displaying the images collected by the cameras. 
We can use a method called OpenPose that records videos 
and identifies suspicious activities. Much of this research 
is devoted to the visual analysis of human actions and the 
identification of unusual human movements and suspect 
objects in exam centers.

2. LITERATURE SURVEY

2.1. Convolutional Pose Machines
The work of Shih-En Wei and et al. [3] is based on 
convolutional pose machines. CPM introduced a sequential 
architecture which would consist of convolutional networks.

At a particular stage in the CPM, the spatial context 
of part beliefs gives clear disambiguating signals for 
a subsequent point. As a result, each point of a CPM 
generates belief maps with increasingly precise estimates 
for each part’s locations. To capture long range interactions 
between pieces, the design of the network at each stage of 
our sequential prediction framework is guided by the goal 
of achieving a broad receptive field on both the image and 
the maps of beliefs. Shih-En Wei et al. [3] found, through 
experiments, that large fields of receptivity on the maps 
of beliefs are important for studying long-range spatial 
relationships and result in improved accuracy. CPMs inherit 
the advantages of pose machine architecture through the 
implicit learning of long-range dependencies between image 
and multipart indications, close integration of learning and 
inference, modular sequential design and combine them 
with the benefits of convolutional architecture: The ability 
to learn feature representations to both image and spatial 
background directly from data; a differentiable architecture 
that allows for global joint backpropagation training; and 
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the ability to manage massive training datasets efficiently. 
CPM fixes the problem of the vanishing gradients during 
training by presenting an objective natural learning 
mechanism that enforces intermediate supervision. This 
issue can occur because backpropagated gradients decrease 
in intensity as they are propagated across the network’s 
many layers.

2.2. Hand Key-point Detection using Multiview 
Bootstrapping
Tomas Simon and et al. [2] have presented A multi-camera 
setup method for boosting the performance of a given key-
point detector. This approach is based on the following 
observation: even if there is a substantial occlusion in 
a specific picture of the side, an un-occluded view also 
exists. This experience is systematized by multi-view 
bootstrapping to create a more efficient hand detector that 
generalizes beyond the capture setup. In particular, it allows 
a poor detector, trained on a small annotated dataset, to 
identify key-point subsets in good view, and to filter out 
incorrect detections using robust 3D triangulation and 
pictures,  where there are extreme occlusions are classified 
by re-projecting the triangulated 3D hand joints. By adding 
these newly created annotations into the training collection, 
the detector is improved iteratively, resulting in more and 
more accurate detections at each iteration. This strategy 
produces hand key-point annotations that are geometrically 
accurate, using multi-view constraints as an external 
supervisory source. In this way, images that are difficult 
or impossible to annotate due to occlusion can be labeled. 
It shows that multi-view bootstrapping produces hand 
key-point detectors for RGB images, which rival RGB-D 
hand key-point detectors efficiency. It also proved that 
applying this single view detector in a multi-camera system 
enables marker-less 3D hand reconstruction in unparalleled 
situations, including challenging object manipulation, 
musical performance, and multiple interacting individuals.

2.3. OpenPose
Zhe Cao et al. [1] suggested an OpenPose method that is 
one of the most common bottom-up methods for estimating 
multi-person human poses. OpenPose first identifies parts 
(key-points) that belong to each person within the picture, 
then assigns parts to different individuals. The architecture 
of the OpenPose model is shown Figure 2.
The OpenPose network first removes features from the 
image using the main few layers (VGG-19 in the flowchart 
above). The features are then fed onto two parallel divisions 
of the convolutional layers. A set of 18 confidence maps are 
projected by the primary division, with each map depicting 
a particular part of the human skeleton. The second branch 
estimates a set of 38 Element Fields of Affinity (PAFs) 

reflecting the degree of interaction between parts.
Successive steps are not meant to optimize the 

assumptions made by each branch. Bipartite graphs are 
built between pairs of parts using the part confidence maps. 
Weaker relations within the bipartite graphs are pruned 
using the PAF values. Via the above measures, skeletons 
of human poses are often estimated and allocated within 
the image to each individual.

2.4. Part Affinity Field (PAF)
The first bottom-up representation of the association scores 
was given by Zhe Cao et al. [1] through PAF. Each pair 
of body parts includes a PAF, i.e., neck, nose, elbow, and 
so forth. A PAF can be a series of flow fields encoding 
unstructured pairwise connections between parts of the 
body. Let CC be the number of body parts in pairs. At that 
point, PAFs are:

The set L= (L1, L2,…, LC) where Lc ∈ Rw×h×2, c ∈ 1…C.
On the off chance that a pixel is on an appendage 

(body part), the value in Lc at that pixel might be a 2D unit 
vector from the earliest starting point joint to the top joint.

This approach takes an input image (a) and, at the 
same time, adds two maps with projections of body parts 
(b) and PAFs. This then parses body part candidates and 
runs a special bipartite matching algorithm to connect them 
(d); this eventually assembles the body parts into complete 
body poses (e). Figure 1 above displays all the stages from 
an input image (Figure 1a) to anatomic key-points as an 
output (Figure 1e). Initially, a feed-forward neural system 
predicts a lot of body part areas on the picture (Figure 
1b) as a confidence map and a lot of PAFs that encode 
the level of relationship between these body parts (Figure 
1c). Accordingly, the calculation gets all data essential for 
additional coordinating of appendages and individuals. 
Next, confidence maps and affinity fields are parsed together 
(Figure 1d) to produce the final location of the limbs for all 
individuals on the image.
Multi-Person Parsing using Part Affinity Fields (PAFs)
The parsing strategy can be summarized in three phases: 
• Step 1: Use the confidence maps to discover all joints 

areas. 
• Step 2: Find which joints go together to make 

appendages (body parts) utilizing the part affinity 
fields and joints in stage 1.

• Step 3: Compare limbs belonging to an identical 
individual and receive the final set of human poses. 

2.5. Multi-hypothesis Tracking
Wei Niu et al. [4] suggested a stable, real-time algorithm that 
is well adapted for examining outdoor, far-field events. Such 
mechanisms enhance overall robustness and precision by 
retaining detection and recovery from both non-catastrophic 
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Figure 2: Flowchart of the OpenPose architecture

Figure 3: Stages of CPM

errors (such as rare, brief periods of occlusion and shadow 
merging) and catastrophic errors (such as lengthy stretches 
of lack of operation from the field of view of the camera). 
Action identification is based on tracked pathways. A 
scheme has been developed that distinguishes between 
various forms of contact within a group of people by 
defining distinct signatures in the relative location and 
velocity of the trajectories of the participants.

2.6. Feature Extraction 
Gowsikhaa D, Manjunath, et al. [7] suggested a methodology 
that would incorporate real-life video into the framework. 
It is divided into frames, and pre-processing happens. 
Pre-processing consists of subtraction of background and 

Figure 1: Pipeline for PAF
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reduction of noise. Those pre-processed frames are then 
incorporated into the system. The two main methods, head 
motion detection, and contact detection, detect suspicious 
behaviors. The detection of head motion is rendered by 
the identification of the human face. This is achieved 
through artificial neural networks. The hands are identified 
for contact detection using an and operation on motion 
detection, skin color detection and edge detection. Finally, 
the detected activity is classified into suspicious and non-
suspicious. The alert reported on detecting suspicious 
activity is the output of the system. If there are no suspicious 
activities detected, there is no output from the system.

3. DATASETS USED

3.1. MPII Dataset
Zhe Cao et al. [1], Tomas Simon et al. [2], and Shih-En 
Wei et al. [3] have used the MPII dataset. Human Pose 
data set is a state of the art benchmark for calculating 
articulated human pose estimation. The dataset contains 
approximately 25 K images of over 40 K individuals 
with annotated body joints. The photos were periodically 
collected using an existing taxonomy of day-to-day human 
activities. The total dataset includes 410 human activities, 
and a laboratory for each image is given. Each image was 
taken from a YouTube video, and the corresponding frames 
were provided to follow.

3.2. LSP Dataset
This dataset includes 2,000 pose annotated photos of mostly 
sportspeople using the tags obtained from Flickr, which 
was used by Shih-En Wei et al. [3]. The images have been 
scaled so that the most prominent person is approximately 
150 pixels in length.14 joint positions were annotated for 
each image. From a person-centered perspective, the left 
and right joints are consistently marked.

3.3. FLIC Dataset 
The FLIC-full dataset is a complete set of frames collected 
from films and sent to Mechanical Turk for the hand-
annotation of joints. FLIC is the dataset which is used by 
Shih-En Wei et al. [3] for detecting elbow and wrist joints. 
It consists of 3987 training images and 1016 test images. 
This gives more accuracy in results.

3.4. COCO Dataset
Zhe Cao et al.[1] have referred to the COCO dataset. 
COCO is a huge image dataset designed for object 
detection, segmentation, individual key-point detection, 
object segmentation, and caption generation. This package 
provides the Matlab, Python, and Lua APIs to help load, 
read, and visualize of COCO annotations The Common 
Objects in Context (COCO) dataset has 200,000 images 

in 80 categories, and over 500,000 object annotations. It is 
the largest publicly available database for object detection.

4. APPLICATIONS
• The proposed system can be used for bank robbery 

detection.
• It can also be used for developing a patient monitoring 

system.
• Detecting and reporting suspicious activities at the 

railway station is also one of the important applications 
of the proposed system.

• It can also be used for developing security-related 
applications such as defense, military, checking at 
airports.

5. FUTURE SCOPE
Most researchers have struggled to manage multiple 
entities in a single end-to-end system, and are an important 
avenue for future research. The multi-view bootstrapping 
method proposed by Tomas Simon et al. [2] can be made 
robust enough to function with fewer cameras and allow 
the development of even richer data sets that more closely 
resemble real-world capturing conditions in less regulated 
environments. The PAF approach [1] appears to combine 
annotations from different people in extremely crowded 
images where people overlap while ignoring others due to 
the overlapping PAFs that make the greedy multi-person 
parsing fail. It is also a very challenging task to detect 
multiple human joints through a single camera. Current 
literature also lags behind when it comes to real-time 
analysis of the images. The potential approach could be to 
adopt online learning methods to understand the anomalies 
in real-time and integrate deep models of online learning.
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