
Ab s t r Ac t
Lumpy skin disease is a viral disease that primarily affects cattle. It is caused by the lumpy skin disease, which belongs to 
the Capripoxvirus genus. LSD is characterized by the formation of nodules or lumps on the skin of infected cattle. This study 
aimed to evaluate how well some machine learning algorithms could predict the likelihood of LSDV infection based on 
geographical and meteorological characteristics. Geospatial and climatic factors are crucial to the disease’s epidemiology 
because of their close connection to the persistence of arthropod vectors. The results of this study suggest that by combining 
geographical and meteorological factors, a voting system of different machine learning outputs is utilized to forecast the 
occurrence of LSDV infection with high precision. In locations where there is a high risk of LSDV infection, applying the 
predicting capability of these methodologies could be very helpful in implementing screening and awareness programs 
as well as preventative efforts like vaccination.
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In t r o d u c t I o n

Infection with LSDV, which causes acute or subacute sickness 
in the cattle and water buffalo population, poses a serious 

threat to the cattle industry. All types of cattle can contract 
the disease, although calves and cows towards the height of 
their milk production are most vulnerable.[1] The lumpy skin 
disease in cattle is contagious, eruptive, and occasionally 
lethal. It is identified by lumps on the skin and other body 
parts. Secondary bacterial infection typically makes things 
worse in this case. LSD was first noted in Zambia in 1929.[2] 
Over the next 85 years, it progressively spread over Africa 
and the Middle East. Only the South and East of Africa were 
affected by lumpy skin disease, but in the 1970s, it moved from 
the northwest of the continent into sub-Saharan West Africa. 
It has spread to various Middle Eastern countries since 2000. 
It also made it to Turkey and several Balkan nations in 2013.
[3] Recently, cases of lumpy skin disease have been found in 
Bangladesh, the Republic of China, Georgia, and Russia. The 
increasing global spread of lumpy skin disease has caused 
concern internationally. The Western Hemisphere, Australia, 
and New Zealand have not recorded any cases of the disease. 
Lumpy skin disorders may manifest regularly or unexpectedly. 

Characteristics of Lumpy Disease
Some key characteristics of lumpy skin disease in cattle:
•  Clinical significance:  Fever is the normal first symptom of 

the illness, which is then followed by the development 
of skin lumps or nodules. These nodules may be solid or 
soft to the touch, and their sizes might vary.

•  General symptoms: Other symptoms of infected cattle 
include decreased appetite, weight loss, decreased 
milk output, weakness, and resistance to movement. In 
severe cases, pneumonia, internal organ inflammation, 
death, and more severe symptoms and complications 
are possible outcomes.[4]

•  Transmission: The main ways that LSD is spread are by 
insects, especially biting flies like mosquitoes and ticks. 
These insects can pick up the virus when they feed on 
diseased animals then spread it to healthy cattle. The 
disease can also spread through direct contact with 
diseased animals or by contact with contaminated 
objects, such as clothing or equipment.[4]

•  Geographic distribution: In sub-Saharan Africa, lumpy skin 
condition was prevalent. The Middle East, Europe, and 
Asia have all seen an increase in the disease’s distribution 
in recent years. Concerns about its geographic spread 
have prompted heightened surveillance and control 
efforts in the affected areas.[5]
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•  Economic impact: LSD may substantially negatively 
impact cattle ranchers’ bottom lines. Animals with this 
condition produce less milk and grow less weight, which 
costs money. Furthermore, the profitability of the cattle 
business may be impacted by the presence of skin lesions 
due to lower hide value.[6]

Related works
Performing a complete literature survey on lumpy skin 
disease detection in cattle can be an extensive task as 
research in this field continues to evolve.

To forecast the incidence of disease in unobserved (test) 
data, Ehsanallah Afshari Safavi [7] evaluated the capacity 
of a number of machine learning algorithms to predict 
the occurrence of LSDV infection based on climatic and 
geological factors, meteorological, animal population 
density, dominant land cover, and topography parameters. 
Several machine learning methods demonstrated up to 97% 
accuracy in predicting the existence of LSDV in test data. The 
findings of this study imply that voting scheme for predicting 
LSDV foreseen with great accuracy.

Between 2014 and 2017, Golden et al.[8] collected soil and 
waste specimens from 11 grazing poultry enterprises in the 
USA. They developed random forest and gradient boosting 
machine prediction models to forecast the incidence of 
Listeria spp. in samples based on meteorological factors such 
as temperature, wind speed, storm speed, relative humidity, 
and moisture at the agricultural region. The AUC performance 
ratings for the random forest and gradient boosting machine 
models of fecal samples were 0.905 and 0.855, respectively.  

Rony et al. [9] employed various CNN architectures, 
including traditional deep CNN, Inception-V3, and VGG-16 
in deep learning, to proactively identify the most common 
external diseases. The complete process of using the 
algorithms for detecting illnesses, from data collection 
through process and outcome, is fully described in the study. 
The suggested method has been shown to be effective, 
producing results with a 95% accuracy rate, which may reduce 
errors in diagnosis and be helpful to doctors and livestock 
farmers in identifying diseases.

Machine learning techniques were utilised by Liang 
et al.[10] to predict African swine fever outbreaks globally 
utilizing bio-climatic data. When only relevant climatic 
features presented in the subset dataset, the support vector 
machine method showed the highest accuracy (76.02%), 
whereas the random forest algorithm outperformed other 
methods with 80.4% accuracy in the dataset encompassing 
all predictive factors.

The LSD dataset from Mendeley Data is used by Suparyati 
et al. [11] in their study, which aims to predict the presence 
of LSD in a certain area. Because lumpy infections are 
uncommon, data is skewed, which makes it challenging to 
train machine-learning systems. In sampling techniques 
(SMOTE), the imbalanced data are handled using the random 
under-sampling approach and the produced minority 
over-sampling strategy. The Random Forest classification 

algorithm was trained using sample data in order to predict 
when lumpy infections will emerge. When applied to data 
that has been both over- and under-sampled, the Random 
Forest classifier works well. According to the analysis of 
performance indicators, SMOTE outperforms Random 
Under-sampling by 1 to 2%. The main subject of the author’s 
research is how to balance disparate data classes. 

To forecast the weekly total of infectious human diarrhea 
cases in Shanghai, China. A feed-forward back-propagation 
neural network model was created by Wang et al.[12] using 
meteorological information as prediction characteristics. 
When compared to nonlinear models like neural networks, 
support vector regression, and random forests regression, 
multiple linear regression performed poorly. When all 
performance evaluation factors were considered at once, 
neural networks produced the most satisfactory results.

The lumpy illness detection architectural disease is a 
suggestion made by Gaurav et al. [13]. The features required 
to build this framework were extracted using VGG-16, VGG-19 
and Inception-v3. The research is then assessed utilizing our 
dataset and a variety of cutting-edge approaches, such as 
k-nearest neighbor, support vector machine, Nave Bayes, 
and artificial neural networks, which results in excellent 
feature extraction performance. The Inception-v3 model, 
which employs an artificial neural network and has a greater 
precision of 92.5% on the testing dataset, is the best model, 
according to the authors.

In order to estimate the incidence of LSDV infection in 
countries with a prior history of disease outbreak reported 
between 2011 and 2021, research was conducted to develop 
predictive models employing some strong machine learning 
algorithms based on meteorological and geospatial features. 
This was done because insects are important in LSDV 
transmission and depend on climatic and geographical features.

Contribution of research
The contribution of the proposed research is voting system 
used for the prediction of LSDV. The benefits are:
•  Greater accuracy: A voting mechanism frequently 

increases the total prediction’s accuracy by integrating 
the forecasts of several different models. This is because 
each model is probably better at forecasting some events 
than others, and the voting system can benefit from the 
strengths of each model by combining the forecasts. 

•  Reduced biased: Voting procedures can also aid in 
reducing bias in machine learning models. This is 
because each model is trained on a different dataset, 
and the voting mechanism can assist in averaging out 
any biases that may exist in each individual model by 
pooling the predictions. 

•  Increased robustness: By using voting systems, machine 
learning models can become more resistant to changes 
in the data. This is because data changes will probably 
impact each model uniquely, and the voting method 
can help lessen the impact of any changes by pooling 
the forecasts.
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Me t h o d o lo g y
Figure 1 shows a summary of the procedures conducted in 
the materials and techniques, while the following sections 
go into more depth about each action.

Data set availability
Data on the outbreak of lumpy skin disease The Global Animal 
Disease Information System of the FAO was used to obtain 
the geographic locations of outbreaks of lumpy skin disease. 
The exact moment when the outbreak started, as well as the 
latitude and longitude of the epidemic spot, for the period 
between January 2011 and March 2021 obtained.[14]

Feature extraction
Three types of data are extracted from the dataset named 
as meteorological data, animal density data, land cover data, 
and elevation data as shown in Figure 2.
•  Meteorological data: This data used to extract features 

such as temperature, precipitation, humidity, wind 
speed, and wind direction. These features can be 
used to predict the behavior of animals, the growth of 
vegetation, and the spread of diseases. This information 
was taken from the Climatic Research Unit (CRU TS4.04) 
of the University of East Anglia.[15]

•  Animal density data: This data used to extract features 
such as the number of animals per unit area, the type 
of animals, and the age and sex of the animals. These 
features can be used to predict the impact of animals on 
the environment, such as the spread of diseases and the 
destruction of vegetation. These features are gathered 
from Gridded Livestock of the World (GLW 3) database.[16]

•  Land cover data: This data can be used to extract features 
such as the type of land cover, the amount of vegetation, 
and the slope of the land. These features can be used to 
predict the potential for flooding, erosion, and landslides.

•  Elevation data: This data can be used to extract features 
such as the elevation of the land, the slope of the land, 
and the presence of water bodies. These features can 
be used to predict the potential for flooding, erosion, 
and landslides.

Feature selection
A statistical measure called correlation shows how closely 
two variables are related to one another. A perfect positive 
correlation is indicated by a correlation coefficient of 1, a 
perfect negative correlation by a correlation coefficient of 1, 
and no correlation by a correlation coefficient of 0. Machine 
learning features can be chosen using correlation.[17] The goal 
is to choose features that have a strong correlation with the 
target variable while being uncorrelated with one another. 
Table 1 shows the correlation among features.

Algorithms for machine learning are utilized in 
the testing and training phases

Support Vector Machine
Support vector machines (SVMs) are learning algorithms that 
analyze data for classification and regression analysis. They 
are supervised learning models. An SVM training algorithm 
creates a model that categorizes fresh data points into one 
of the classes given a set of labeled training data. SVMs are 
among the most widely used machine learning algorithms 
for regression and classification. They are utilised to address 
a wide range of issues and are renowned for their precision 
and robustness. Finding a hyperplane that best separates 
the two classes of data is the fundamental tenet of SVMs. A 
plane or line known as a hyperplane divides the data space 
into two parts. Finding a hyperplane with the biggest margin 
the separation between the hyperplane and the nearest data 
points on either side is the objective.[18]

Figure 1: Block diagram of the proposed methodology

Figure 2: Feature extraction

Table 1: Feature importance 
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The SVM method uses the optimization technique to locate 
the hyperplane that maximizes the margin. A mathematical 
method called optimization can be used to identify the ideal 
answer to a problem. Finding the hyperplane that maximizes 
the margin is the objective in the case of SVMs.

Linear regression
A continuous value can be predicted using the supervised 
machine learning technique of linear regression using a 
collection of independent factors. However, by employing 
a threshold value to change the predicted continuous value 
into a discrete value, linear regression can also be applied to 
classification issues.[19]

AdaBoost
The AdaBoost algorithm works by iteratively training a series 
of weak learners, each of which is trained on a weighted 
version of the training data. The weights are assigned such 
that instances that previous learners misclassify are given 
more weight. The output of each weak learner is then 
combined into a weighted sum, with the weights of each 
learner being adjusted based on its performance.[20] 

The final output of the AdaBoost classifier is the sign of the 
weighted sum. AdaBoost has been shown to be effective in 
a variety of classification problems, including spam filtering, 
image classification, and natural language processing. It is a 
relatively simple algorithm to implement and is available in 
many machine-learning libraries. Table 2 shows the tuning 
parameters of above-mentioned classifiers.

Evaluation parameters
There are many evaluation parameters that can be used to 
evaluate the performance of a classifier.[21] Some of the most 
common parameters include:
•  Accuracy:  This is the percentage of instances that are 

correctly classified.
•  Precision: This represents the proportion of positive 

situations that actually are positive.
•  Recall: This is the percentage of instances that are actually 

positive that are classified as positive.
•  F1-score: This is a weighted average of precision and recall.
•  Area under the ROC curve (AUC): This is a measure of the 

classifier’s ability to distinguish between positive and 
negative instances.

re s u lt A n A lys I s
The results of this study showed that the incidence of LSDV 
infection projected in test samples with high accuracy 
by utilizing machine learning algorithms and employing 
different climatic and geospatial factors as predictive 
variables. Figure 3-5 represents the graphical analysis of 
classifiers performance.

dI s c u s s I o n A n d co n c lu s I o n
However, it is important to note that most passive accounts 
from veterinary facilities across several nations comprised 
the LSDV outbreak data used in the current study. When 

Table 2: showing the tuning parameters of above-
mentioned classifiers.

Model Method Tuning Parameter(s)
AdaBoost AdaBoost n_estimators=700, algorithm= 

’SAMME.R’, learning_rate=0.1

SVM Ksvm Kernel Radial Basis
Linear 
Regression

regression No. of observation=150 , 
DiscrimType: ‘linear’

Figure 3: Accuracy predictive analysis

Figure 4: Model evaluation parameters

Figure 5: Positive and negative rate prediction



Evaluating Machine Learning Methods Voting System for Lumpy Skin Condition

SAMRIDDHI : A Journal of Physical Sciences, Engineering and Technology, Volume 15, Issue 3 (2023)330

examining the results, several limitations of employing 
passive monitoring data should be taken into consideration. 
Reporting is hampered in some nations by the compensation 
plans’ presence or quality, the efficiency and accessibility 
of veterinary services, the isolation of some locations, and 
farmer visibility. However, the absence of LSDV reports in 
several regions of the investigated nations may be explained 
by the absence of favorable environmental factors for the 
spread of the illness there. The current study has some 
limitations, including the little amount of data collected, the 
few predictor variables included, and the possibility that the 
disease has spread to other regions of the studied countries 
with differing meteorological and geographic conditions 
since completing this research.  

In conclusion, although the voting system produces 
better results, various machine learning algorithms, such 
as ANN, Decision tree, Random Forest, etc., can accurately 
forecast the occurrence of LSDV infection based on a few 
geographical and climatic variables. Using this technique 
could be highly beneficial to establish monitoring and 
awareness programmes as well as preventive measures like 
vaccine campaigns in areas where LSDV infection is a high 
risk.
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