
Ab s t r Ac t
An Internet of Things (IoT) network contains huge heterogeneous sensing devices, architectures, and protocols. In this 
extensive IoT network, fault detection and management is a critical and time-consuming task. In this paper, a fault-tolerance 
system is proposed for the Internet of Things network using Blockchain integrity and security validation method, and this 
network will detect faults and provide solutions automatically to maintain the efficiency of the network. Fault-tolerance 
automation creates a significant impact in the extensive IoT network for its sustainability. The outcome presented in this 
paper shows that the blockchain-based network is highly fault-tolerant as compared to the centralized and cryptographic 
method-based network.
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In t r o d u c t I o n
IoT is the internal/external communication of intelligent 
elements via the internet to provide intelligent services.[1] A 
dependable IoT system should provide reliable and fault-free 
services. A fault is a defect within the hardware or software 
systems that impacts the correct functionality. It is tough 
to establish a pattern for fault-tolerance in IoT since 
the IoT devices are heterogeneous, highly distributed, 
powered on battery, relied upon wireless communication, 
and affected by scalability. The dispersion of IoT devices 
causes the entire system to suffer from, e.g., server crashes, 
server omission, incorrect response, and arbitrary failure. 
The wireless and battery dependency makes the IoT devices 
barely recoverable. Furthermore, being exposed to new 
devices and services impacts the system’s performance.[2]

Although the IoT was innovated more than one decade 
ago, the researchers and industrial communities are still 
trying to define its different aspects and Quality of Services 
(QoS), such as fault-tolerance. Hence, this research aims 
to identify and classify the domain state of the art and 
highlight the methods, techniques, and architectures that 
are potentially suitable to model a fault-tolerance IoT. For 
achieving this goal, a systematically mapped analysis and 
study have been performed. The primary analysis has been 
selected based on real inclusion and exclusion criteria and 
deep analysis.[3]

Typically, IoT infrastructures communicate through a 
central node or gateway connecting sensors, controllers, 
and the outside. However, this represents failure at a single 
point diminishes the availability and reliability required by 

critical applications such as health monitoring, cybersecurity 
in infrastructures, or personal safety.[4,5] The state-of-the-art 
protocols related to IoT and WSN applications have been 
mainly designed to improve the performance and hierarchy 
of networks. For instance, the improvements studied focus 
on automating the management and maintenance of tasks 
and increasing robustness under failures (e.g., electrical or 
communication). Thus, third-party management protocols 
(e.g., SNMP) monitor the node status and send warning 
messages. Moreover, a local self-recovery mechanism based 
on flash memories to prevent data transfer and network 
load. Several ways to avoid communication loss between a 
cluster and the outside were addressed, where the gateway 
is selected accordant to battery levels. Also, it is a solution to 
detect failures (e.g., low energy thresholds) for this purpose 
and manage gateways locally to avoid loss of communication 
of a WSN using virtual cells or groups of nodes.[6] Similarly, 
a cluster-head structure consisting of cell-head nodes is 
organized to communicate with a base station depending on 
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the sensors’ energy. Moreover, the works focus on restoring 
the communication and retrieving information between a 
node and its gateway designating new routes through backup 
clusters.[7,8]

Internet of Thing (Iot) Architecture
IoT applications typically consist of software components, 
including perception, data processing, and storage and 
actuation, which are distributed across t h e  network as 
presented in Figure 1. Most of the IoT networks focus on fault-
tolerant data transmission and analysis, an architecture based 
on the subsequent data processing and storage modeling 
characteristics are defined:

Distribution: This aspect specifies whether data 
analysis software should be deployed on a single node or 
sev- eral nodes distributed across the IoT system. In other 
words, distribution is referred to the deployment of the IoT 
processing and storage software to hardware. By using a 
distributed style, the latency gets reduced due to data traffic 
and bandwidth consumption minimization. Such rapid 
response time facilitates real-time and fault-tolerant IoT 
applications. Furthermore, in distributed systems, faulty 
processing, and storage still holds IoT systems available since 
another one can replace the faulty component.

Localization: Depending on data size and required 
analysis complexity, processing and storage can be executed 
locally or remotely. Here is the point at which centralized cloud 
and distributed edge and fog concepts become relevant. 

The advantage of using a central cloud is that process on a 
cloud component facilitates long-term data processing and 
analysis for those systems that have no constraints on 
response time. For applications with massive processing and 
storage requirements, executing the powerful cloud task is 
the only solution. Fog nodes are the intermediate processing 
and storage, which bring a degree of cloud functionality 
to the network edge. Fog is not limited to performing on a 
particular device to be located between device edge and 
cloud freely. The analysis capacity of fog is lower than cloud, 
but it reduces a significant point of failure by shifting towards 
more than one computational component. However, fog 
only performs locally, so it does not have global coverage 
over a major IoT system. It is worth mentioning that some 
IoT devices can perform simple processing and storage 
by themselves. Performing processing and storage on IoT 
device edge refers to computation capabilities embedded 
on a smart device to gather and analyze environmental  
data.

Collaboration: The aforementioned computation 
components may interact to form and empower IoT 
services. This collaboration may appear as a level of 
information sharing, coordinated analysis and/or planning, 
or synchronized actuation. Each IoT sensor network may 
provide data for many collaborative data processing and 
storage components, both locally and remotely. Here the 
advantage is that if the local processing and storage node 
fails, local service is still in access.

Fig. 1: Architecture of IoT
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Faults Diagnosis Methods in IoT Network
The fault diagnosis method detects, identifies, and isolates 
the faulty IoT device, communication link, processing 
element, and system faults.[2] The primary fault model is 
presented in Figure 2.

All the elements of IoT devices can be classified into two 
primary ingredients,

Iot FAu lt-to l e r A n c e op e n Is s u e s
Internet of things, as next-generation technology, must 
be maintainable, reparable, scalable, and fault-tolerant. 
Although for some IoT applications (home automation, 
smart industry), fault tolerance transparency works 
comfortably; however, it is not ideal in many cases 
(surveillance, defense). Some IoT networks become 
failures (inherent faults);  therefore, a failure -free 
network is required. Broken or weakness in components, 
malfunctioning, partial breakdown, and security leakage 
in IoT devices are common reasons for fault occurrence or 
failure of the network.[10]

Figure 3 represents the different fault levels in the entire 
IoT network from the device to the server. IoT networks 
may fail due to faults in the local device or network level, 
internet level, and server level. Once the fault occurs, the 
network becomes in-operational, so the IoT system must be 
completely fault-tolerant, and it must be an integral part of 
the IoT system.[11]

The challenging open issues regarding IoT fault-
tolerance is summarized as:

 z Modern smart applications and their underlying 
platforms.

 z Cost-effectiveness for fault-tolerant IoT network.
 z Effect of environmental conditions on the network.
 z The interplay between fault tolerance and application 

semantics in an IoT world
 z Reliability in a world of devices with widely ranging 

characteristics, including functionality, failure rates, and 
recovery modes

 z Human expectations for fault tolerance might vary across 
devices.

Fig. 2: Basic Fault Model

 z The first category consists of nodes with a processor/
microcontroller (on-board), the storage sub-system 
(memory cards), and DC power supply units.

 z The second category includes actuators and sensors.
Notably, all components from the first group are much 

more authentic and trust-able than the second. That means 
they have a much lower rate of failures. However, the 
simultaneous occurrence of microprocessor and sensor faults 
can not be isolated. The faulty nodes and their associated 
sensors must be examined, treated, and removed from 
the network. The communication links are assumed to be 
faulty at the access layer of the entire sensor network, and 
communication nodes, sink or base stations, gateways are 
also assumed to be faulty.[9]. The level of the fault diagnosis 
model is categorized as:

Sensor Level Fault Diagnosis: Fault diagnosis is 
performed basically in two phases – firstly, processing 
nodes such as (microprocessor/microcontroller) diagnosis in 
that the processing elements reliability states are diagnosed 
and the secondly, sub-system level phase where hardware 
performance and condition of each the sensor/actuator is 
found out. By sending the similar input into the pairs of 
nodes, the diagnosis is performed, and their responses are 
compared. The user may be capable of claiming the fault-
free status of the nodes based on the collective outcomes of 
comparisons in the secure and fault-tolerant network.

 z System-Level Fault Diagnosis: At the system level, the 
communication nodes and links are diagnosed, which 
have to be performed. At the system level, communication 
links faulty, and communication nodes are diagnosed 
based on distributed agents.

Fig. 3: Level of Fault in Internet of Things
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re l At e d Wo r k
Various literature presents specific strategies to diagnose 
faults in the IoT network. Various models, frameworks, 
architectures have their advantages and also have limitations. 
Boudaa and Belouadah[12] presented a simple fault-tolerant 
and energy-efficient reservation-based DAMA protocol for 
per- mutation routing protocol for the single-hop wireless 
network of things. Cheraghlou et al. a new architecture of 
fault tolerance, which simultaneously uses proactive and 
reactive policies, was the goal of this research. The proposed 
architecture covers fault-tolerance on the quintuple phases, 
which consisted of fault forecasting, fault prevention, fault 
detection, fault separation, and fault recovery. The primary 
reason to completely address each of the five phases of 
fault tolerance by the architecture mentioned above, while 
simultaneously using all of the proactive and reactive policies 
in this architecture.

Dom ı́nguez et al.[13] proposed a robust fault-tolerant 
performance system for resilient IoT- based infrastructures. 
IoT infrastructures communicate through a central node 
that connects sensors, actuators, and the outside. When 
said node fails, it compromises reliability, endangering the 
entire network. To avoid it, protocols must automate the 
network management and provide high tolerance to failures 
(e.g., electrical, communication, etc.). With this aim, this paper 
proposes a protocol that autonomously manages a high 
availability node-based structure for critical WSN applications 
based on a microcontroller.

Grover and Garimella[14] proposed work to improve fault 
tolerance and reliability of edge computing with the help of 
an intelligent agent. The given architecture provides solutions 
for the possible faults at all levels in the cloud-hierarchy. To 
deal with any fault or issue, the proposed concept works with 
both reactive and proactive solutions. Their outcomes also 
show the efficiency of their defined architecture.

Hasan and Al-Turjman et al.[15] proposed a bio-inspired 
particle multi-swarm optimization (PMSO) strategy to 
construct, recover and select k-disjoint multipath routes. Two 
Position information in terms of personal-best position and 
the global positioning system is established in the form of 
velocity updates to enhance the performance of the routing 
algorithm. They assessed objective functions that analyze the 
average energy expenditure and average in-network delay 
to validate this strategy.

For supporting application developers to the fault-
tolerant program and mechanism of IoT devices, Hu et al.[16] 
proposed a programming framework. The developers of 
this application can follow this framework to determine and 
control the exception handling process in the task execution. 
Within the fault-tolerant enabled software architecture, the 
exception handling can be cooperated for recovering task 
execution during the unconditional error state. To improve 
the efficiency of recovery execution, the mechanism of 
synchronized state maintenance properly synchronizes 
the state record for maintaining the consistency of each 

device in a similar local wireless sensor network. To evaluate 
the proposed programming framework, they used a case 
study to communicate strategy under the situation of some 
failure Bluetooth and WiFi components among several 
nodes. The experimental results observed that the failure 
recovery and improvement mechanism implemented in their 
programming framework offers some benefits: concurrently 
with the other sensor nodes, each node can detect various 
errors that occurred by themselves through exception 
handling. Also, it can recover by itself depending on the 
performance of t h e  state table of the sensor node with 
the minimum workload on exchanges of messages among 
nodes.

Javed et al.[17] proposed a federated Edge-Cloud 
architecture, IoTEF, for IoT/CPS applications by adapting our 
earlier CEFIoT layered design. It uses the same state-of-the-art 
cloud technologies as CEFIoT, including Docker, Kubernetes, 
and Apache Kafka, and deploys them for edge computing. 
This new architecture has four layers:
• Application Isolation,
• Data Transport,
• Distributed OS, and
• Unified Federated Management layer.

Terry[18] presented a new approach to IoT fault-tolerance; 
however, for some IoT applications, transparent fault 
tolerance may work well, but it may not be an ideal condition 
in all other cases.

pr o p o s e d sys t e m mo d e l
This section address the integrated network stability 
and robustness analysis of network design overhead. The 
integrated network stability is measured concerning changes 
in the area and the network structure and design latency. The 
network design processing time analysis is accomplished 
about network area designing, latency, and integration 
network stability. Based on the following equation, The 
integrated network stability is evaluated as to where, 
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NetStabI is the total integrated network stability and 
robustness of method for network configuration, the IoT 
network consists of the ith device to nth. L denotes the total 
processing latency, A denotes the network area, Lmax denotes 
the maximum processing latency, and Amax denotes the 
maximum area. w is a specific weight factor, and it is set to 
0.5. The network is simulated using around 500 nodes with 
assuming centralized system, DES cryptography-based 
system, and Blockchain-based security system.

result AnAlysIs

Figure 4 represents the fault-tolerance analysis of the Internet 
of Things network, which shows that the blockchain-based 
system presents high stability and robustness compared 
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Fig. 5: Fault occurrence analysis

Fig. 4: Fault-Tolerance Analysis

to the traditional centralized network and DES encryption 
algorithm. Figure 5 represents the maximum fault occurrence 
rate analysis for a centralized system, DES encryption 
algorithm, and blockchain. Table I represents the fault 
occurrence rate of simulation analysis for centralized, DES, 
and Blockchain-based networks. From the simulation result 
presented in graph and table shows that blockchain-based 
network is highly fault-tolerant and the fault occurrence rate 
is also low using this system.

Device-to-device communication in IoT networks is at 
the center of a system in designing and sharing information 
in an IoT ecosystem, with the latter being stored in the cloud. 

TABLE I: Result analysis (fault occurrence rate)

Time
(min)

Fault Occurrence Rate

Centralized (%) DES (%) Blockchain (%)

0 − 100 0.47 0.45 0.01

100 − 200 0.38 0.32 0.07

200 − 300 0.42 0.30 0.11

300 − 400 0.49 0.47 0.13

400 − 500 0.48 0.42 0.15
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The information retrieved from the IoT ecosystem is to be 
shared in a secured and reliable framework using blockchain-
based validation. Efficient cryptographic algorithms can be 
used to encrypt information, but it is not a good fault-tolerant 
system. So blockchain-based security system provides high 
stability and robustness of the network.

co n c lu s I o n
An Internet of Things (IoT) network contains a vast collection 
of heterogeneous sensing devices, architectures, and 
protocols. In this extensive IoT network, fault detection and 
management is a critical and time-consuming task. In this 
paper, a fault-tolerance system is proposed for the Internet of 
Things using blockchain integrity, and the security validation 
method is superior to the other method as presented in 
the simulation result, this the network detects faults and 
provides solutions automatically to maintain the efficiency of 
the network. Fault-tolerance automation create a significant 
impact in the large IoT network for its sustainability.
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