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1. INTRODUCTION
The major problem of many organizations now a days is 
storing the large amount of data as well as processing it. 
The search engines are handling data in petabytes per week. 
Even there are many research and advisement systems 
datasets are handled by websites like Yahoo [1].  In addition 
to this there are many ecommerce companies that are 
handling large amount of data and needs high storage. The 
You Tube is having lots of videos streaming per week it also 
needs to store this intensive data. The first requirement of 
these application is they need cluster-based storage system 
which are reliable, extremely offered and scalable.

The HDFS and GFS are used to store the huge quantity 
of data. In 1990’s Google File System was developed by 
Google.  There are thousands of storage systems utilized 
by the GFS built from low-cost service components. These 
systems offers the many users petabytes of storage for their 
varied requirements [2]. A key apprehension of the GFS 
designers was consistency of a system showing to hardware 
failures, application errors, system software errors, and 
human errors.
The GFS design important aspects are:
• Reliability and scalability
• File size from GB to TB
• Operations like appending file, random write 

operation to file.
• Sequential read operations
• Users are not concern about the response time they 

process the data in bulk.
As per the analysis some design choices were completed:
• The file is divided or segmented into big chunks
• Automatic file append operation is implemented that 

permits several applications to append in the same 
file concurrently.

• The clusters are built around the high bandwidth. The 
low latency interconnection network is avoided. The 
control flow is isolated from the data flow.  The high 
band width data flow is planned using the pipelining 
the data transfer over Transmission Control Protocol 
(TCP) connections for decreasing the response time. 
The network topology is exploited by sending data to 
the neighbouring node in the network.

• Client site caching is eliminated to improve the 
performance. 

•  The critical operations are channelized to guarantee 
consistency through a master monitoring the full 
system

• Minimize master's involvement in file access 
operations to avoid hot-spot contention and to ensure 
scalability.

• Backing effective checkpointing and reckless 
retrieval mechanisms.

• The effective support is given for garbage collection.
Google has developed MapReduce programming 

model [3][4] for meeting the fast-growing demands of 
their web search indene has developed Xing process.  GFS 
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system is used to perform the MapReduce computations [5].
Hadoop is open source framework developed by 

inspiring from the GFS and MapReduce success [6].  It 
is used to build large clusters. HDFS used the distributed 
file system design.  HDFS run on service hardware and 
it is extremely fault tolerant. Hadoop file system earlier 
developed by the Yahoo but later on it became open source 
framework.  HDFS stores a large amount of data and it offers 
faster and easier access.  The data is stored in the file and 
the files are stored on many machines. The files are stored 
in a redundant way to protect the system from data loss in 
case of failure. Hadoop Distributed File System prepares 
applications accessible to parallel processing
The features of HDFS are:

Appropriate for distributed storage and processing.
• To interact with the HDFS Hadoop offers a command 

interface.
• It has two built in servers called namenode and 

datanode. These servers assist the user to check the 
status of the clusters.

• It streams the access to file system data.
• HDFS offers the file permissions and authentication 

facility.

2. GOOGLE FILE SYSTEM
Google File System (GFS) is nothing but it is clusters 
of computers. The cluster is formed by the network of 
computers. Every cluster has thousands of machines. There 
are three main components in each google file system and 
they are chunk servers, clients, and master servers. Figure 1 
shows the general architecture of GFS. 

 The client makes a file request like retrieve the file, 
manipulate the existing file, and create a new file. A client 
cam be a computer or it can be a computer application. We 
say that a client is a customer of the GFS.

The master server works as a coordinator for the 
cluster.  The operational logs are maintained by the 
master server. The operational logs contain the data of 
master cluster’s activity track.  There is minimum service 
interruption caused due to an operation log. In the event 
of master server crash, the server that has monitors the 
operational log is substituted at the place of crashed server.  
The metadata tracking is done by the master server. The 
chunks are described by the metadata. The metadata tells 
the master server that chunk belongs to which file and where 
in the overall file they fit.  All the chunks in the clusters 
are polled by the master server at the time of startup. The 
contents of the inventory are sent as reply to master server 
by the chunk server. Since that moment on, the chunk 
location within the clusters are tracked by the master 
servers. At one time, per cluster there is one active master 
server. There are multiple copies exists for master server to 

deal with the failure.  The one master server for clusters may 
result in bottleneck. To overcome this problem GFS keeps 
very small messages sent and receive by master server. 

The chunk servers actually handle the data not master 
server. They are the workhorses of GFS. system.  The 64 
MB file chunks are stored in chunk servers. They do not 
send chunks to the master server.  Client request the chunks 
to the chunk server and chunk servers directly send the 
requested chunks. Each chunk is copied by the GFS many 
times and kept on diverse chunk servers. Each copy is 
known as a replica.   GFS by default creates 3 replicas of 
each chunk. users can do the changes in the setting, and 
they can make additional replicas as they wanted. 

3. HADOOP DISTRIBUTED FILE SYSTEM
The HDFS uses the master slave architecture.  The datanode, 
namenode and the block are the main components of the 
HDFS. Figure 2 shows the architecture of HDFS. The HDFS 
namespace contains the files and directory hierarchy. The 
inode represents the files and  directories on the namenode 
by inode, which record qualities such as access time, 
modifications, permissions, and disk space quotas. 

The namenode is nothing but the service hardware. 
The namenode comprises the GNU or Linux operating 
system and the name node software. The namenode 
software can run on service hardware. The system which 
has namenode is a master server. The master server manages 
the namespaces of the files. It regulates the file access.  The 
file operations like renaming a file, opening and closing a 
file or directory are executed by the master server.

Figure 1: General Architecture of GFS [7]

Figure 2: HDFS Architecture [8]
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The datanode also has the commodity hardware, software 
and the operating systems GNU or Linux. For each node 
in the cluster there is a datanode.  These nodes accomplish 
the storage of their system. Datanode as per client’s request 
performs the read and write operations on the file system. 
Data nodes also performs the operations like creation of 
block, deletion and replication of the blocks according to 
the orders of the namenode.

The user data is kept in the file system of the HDFS.  
The files are divided into one or additional segments and 
are stored in a separate data node. Segments are known as 
blocks. The block is the least quantity of data is written and 
read by the HDFS. The defaulting block size is 64MB. This 
block size can be changed according to the requirement.

Table 1 shows the contrast between the HDFS and 
GFS. 

4. CONCLUSION
This paper has given an overview of the Hadoop Distributed 
File System and Google File System as well as these file 
systems are also compared. The google is using its own File 
system that is GFS.  The HDFS is inspired from the GFS. 
Both the file systems are using the master slave architecture. 
The GFS works on the Linux platform on the other hand the 
HDFS works on the cross platforms. GFS has two servers 
master node and chunk servers and the HDFS has name 
node and data node servers.
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Table 1: Comparison between HDFS and GFS
HDFS GFS

Platform Cross Platform Linux
Developer Yahoo. now it is an open source framework Google
Servers Name node, data node Master node and chunk server
Hardware used Commodities hardware Commodities hardware
Read and write Write once and reading can be done many times. It is a multiple read and write model
File deletion The files deleted are renamed into a specific 

folder and after that the file will be removed thru 
garbage

The deleted file is renamed in hidden namespace, it cannot be 
reclaimed instantly.  The file will be deleted after 3days if the 
file is not in use.

Network Stack Issue No Yes
Availability Journal, edit log Operational log
Other operations only append is possible random file writes possible


