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1. INTRODUCTION
Sport is a very common and ubiquitous way to spend free 
time, to be safe and to earn money. Management of sports 
teams spend huge sums of money on upgrading their 
athletes and technical equipment and facilities. Collecting 
participant and match details helps researchers to analyze 
previous team performances as a unit and deduce effects on 
team performance from various influences. Well-known is 
the area of predictive analysis, which is closely associated 
with athletics. For academics and observers, sports forecasts 
have always been difficult and football (soccer) is deemed 
such a phenomenon. There are two areas in general, where 
forecasts can be made. Gambling companies brokers use 
statistics to define betting odds [1] for the various teams, 
players and matches to earn money for their businesses. 
There are people, on the other hand, who are trying to beat 
these odds and earn money for successful combinations 
of single match tips. A match will have three potential 
outcomes: home win, tie and victory away. Predicting 
results is a very difficult and relatively straightforward task 
because of its success and the small number of possible 
outcomes of the games. However, forecasting the outcome 
is very complicated, because the way the team performs 
on a given day relies on many things, such as the current 
form, the last team meetings, the rivalries, the attack and 
defense capabilities, the playmaking abilities of the main 
player, as well as the psychological impact of the fans in 
the stands [2]. Our research is also focused on forecasting 
these football match results to create a robust model capable 

of containing information that could be used to improve the 
football team's composition. 

2. RELATED WORK
J. Hucaljuk and A. Rakipovid have developed a software 
system that will be able to anticipate the result of the 
Champions League with about 60 percent precision. To 
address this, they have first opted for feature selection 
which is the most important step for predictions. They have 
selected the following features: the current form of teams 
shown based on results obtained in the last six months, the 
result of the previous game-playing squad meeting, the 
latest ranking place, the number of disabled players on the 
first squad, the total number of goals earned and earned per 
season. They performed a series of tests to find the optimal 
mixture of sets [2]. 

N. Tax and Y. Jousts. have created two different 
models, one with the data which are available to the public 
and other which are to be insider data like injuries to the 
players, which might be available to the bookies model. 
Because of the bookmaker’s long experience in the task 
and their commercial interest in the task, betting odds data 
will be used as a baseline for evaluation of the to be created 
public data model [3]. The highest accuracy for the public 
data model was seen when the Naive Bayes or classifier was 
used in combination with a Components Analysis (with 3 or 
7 Components), which achieved an accuracy of 54.702%. 
The highest accuracy measured using betting odds features 
was 55.297% when the FURIA classifier was used with 10 
folds as parameter. 
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A generalized statistical software for forecasting the outcome 
of the English Premier League has been demonstrated by 
Baboota, Rahul & Kaur, Harleen. (2018). Using software 
development and exploratory data processing, they have 
created a software collection to evaluate the most significant 
variables for forecasting the outcome of a football match 
and, as a result, create a highly accurate predictive algorithm 
using machine learning[4]. Their best gradient-boosting 
model achieved a result of 0.2156 on the graded likelihood 
score (RPS) metric for Game Weeks 6 to 38 for the EPL 
aggregated over two seasons (2014–2015 and 2015–2016), 
while the betting organizations we find (Bet365 and 
Pinnacle Sports) achieved an RPS rating of 0.2012 for the 
same period. 

Logistic regressions were carried out to determine the 
correlation between the precision of the forecast scores and 
the competence of the participants (expert, beginner, lay 
person), age and gender balance of Khazaal, Y., Chatton, 
A., Billieux, J. (2012) [5]. 2.3. The variables measured did 
not affect the precision of the performance prognosis (R2 
ranged from 1% to 6%). As a result, experience, age and 
class did not seem to have an impact on the accuracy of the 
football game prediction. 

3. PROPOSED METHODOLOGY 
Football is a sport in which the match length is set, with the 
team either losing, winning or drawing. In previous models, 
algorithms have been created to determine the capacity of 
each team with the help of which the results have been 
achieved, but today the objectives of the teams are less so 
as the teams move toward the defensive approach.[5] A 
factor can also determine whether the team's star player is 
in the lineup, i.e. the effect of the player on the match. In 
this paper, together with team results, we seek to include 
the position of each member and how that player may affect 
the overall performance of the team and change the result. 

3.1. Dataset 
Essentially, in the simplest description, when playing 
football, 11 people on each side play for 90 minutes without 
advance study of football games. Every player as a human 
being is special and can be in an acceptable state of mind 
or not in a very quiet condition. In the sports world, this 
psychological factor is truly important. So, we have been 
trying to find a way to measure and calculate this element 
anyway. These attributes could be the right way to quantify 
individual players in the whole team and also concerning 
previous match results[4].  We have collected data of the 
highest quality and accuracy from multiple sources and this 
data type comprises the final dataset: 
• Player Statistics: The most significant stats of the 

players are the total ranking, ability, and hexagon of 

abilities that include speed management, shooting, 
physical strength, running, defensive skills and 
dribbling skills. The input matrix includes these 
attributes. Such qualities are measured by scouting 
and soccer skilled experts who are paid by EA 
Sports, whose job is to keep all the details up to date 
according to the real form of the match [2]. 

• Match history: Fulltime and halftime records from 
25 seasons back to 1993/94 with up to 22 European 
league groups. Certain match figures for the major 

Figure 3: League Predictability 

Figure 2:Goal scorers at away
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European football leagues are also accessible from 
2000-01 for goal scoring (includes Corners, foul 
points, offsides, bookings, red cards, and referees), 
including British Premiership, Lower Divisions, the 
Scottish Premiership, German 
Bundesliga, Spanish la Liga, Italian Series A and 

French Championship.

4. SYSTEM DESIGN 

4.1. Feature Selection
The end outcome of the football match is decided by a 
variety of factors, like the nature of the opponents, the home 
court benefit, the overall team output, the individual quality 
of players. The data sets proposed and their relationships 
between them from the previous section are ideal for 
different combinations of input vectors. Feature selection 
will be done using sequential forward selection, and best 
first selection.  

4.2. Learning Algorithms
• Logistic regression: As in other methods of regression 

analysis, the logistic regression uses one or more 
continuous or categorical predictor variables. 
Nevertheless, unlike traditional linear regression, 
logistic regression is used to forecast dependent 
variables, which have inclusion rather than ongoing 
effects in one specific number of categories. Because 
of this disparity, linear regression principles have 
been broken. The residuals cannot usually be 
dispersed. Therefore, linear regression may establish 
insensitive projections for a binary variable [7], [8]. 

• SVM: In the light of multiple instances, each classified 
as belonging to one category or another, the SVM 
training algorithm constructs a model that provides 
new instances in one category or another, and this 
makes it a subtle binary classification that is unlikely 
[9]. This is the specifically defined differential 
classifier of the separating hyperplane. In other words, 
the algorithm provides an optimal hyperplane that 
categorizes new instances, given the labeled training 
data (supervised learning).This hyperplane is, in two 
dimensions, a line that separates the plane into two 
sections and lies on each side of each segment. 

• Naive Bayes: Naive Bayes is a basic technique for 
creating classifiers: models that assign class labels to 
problem cases, defined as vectors of feature values, 
where class labels are drawn from a finite set. There 
is not a single algorithm for the training of these 
classifiers, but a family of algorithms based on a 
general principle: all Naive Bayes classifiers presume 
that the value of a particular feature is independent 
of the value of every other feature given the class 
variable [10]. For example, if the fruit is red, round 
and around 10 cm in diameter, it may be called an 
apple[2]. 

• XGBoost: Under the gradient boosting framework, 
it implements master learning algorithms. XGBoost 
offers a tree boosting parallel (also known as GBDT, 
GBM), which quickly and accurately resolves many 
data science problems. The same code is used in 
large distributed environments (Hadoop, SGE, MPI) 
and over billions of examples can solve problems. 
XGBoost has produced better accuracy results 
compared to other models used in this dataset. The 
following steps are involved in gradient boosting: 

• F0(x) – with which we initialize the boosting 
algorithm – is to be defined: 
 𝐹(𝑥) = 𝑎𝑟𝑔𝑚𝑖𝑛𝛾 ∑𝑛

𝑖=1 𝐿 (𝑌𝑖, 𝛾 )         (1) 
• The gradient of the loss function is computed 

iteratively: 
𝑟𝑖𝑚 = −𝛼[𝜕(𝐿 𝜕𝐹(𝑣𝑖

(
,𝐹

𝑥𝑖
(
) 
𝑥𝑖) ) ]𝐹(𝑥) =𝐹𝑚−1 (𝑥) ,    (2) 

where α is learning rate
• Each hm(x) is fit on the gradient obtained at each step 
• The multiplicative factor γm for each terminal node 

is derived and the boosted model Fm(x) is defined: 
𝐹𝑚(𝑥) =𝐹𝑚−1 (𝑥) + 𝛾 𝑚ℎ𝑚(𝑥)                                                                                     (3) 

5. IMPLEMENTATION 
Python programming language has been used to implement 
this model. The IDLEs Jupyter notebook, as well as 
PyCharm, have been used for this purpose. Kaggle is a 
platform for predictive modeling and analytics contests in 
which businesses and academics post data and statistics Figure 4: Training set 1
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Figure 5: Training set 2 

and data miners collaborate to create the best models for 
forecasting and explaining results. We have used it to obtain 
data sets useful for our model Figure 4 and Figure 5.

The performance of Naive Bayes and SVM decreases 
after normalization, while the performance of Logistics 
Regression increases after normalization as seen in Figure 
6 and Figure 7.. 

The final score will be 0 and 1 where 0 means the home 
team loses and 1 means the other (Draw or Away side wins). 

6. CONCLUSION 
Today, football is one of the world's most popular sports 
and has a large base of fans. The outcome of a football 
match is hard to predict, as too many factors can be taken 
into account. There are several places where changes will 
lead to improved accuracy as no model is flawless. This 
may be in the form of bigger sets that can be obtained by 
future matches. Further, matches will require further sets 
of data. Besides, this will lead to more and more functional 
feature sets. 

6.1. Usage and Future Work 
We maximized the characteristics of the teams in the 
function vector because it is feasible to use our model to 
handle the football clubs and their personnel. If we consider 
the current player situation, customization based on players 
can be done even before the match begins. The analysis of 
matches for gaming purposes would be a more usage case. 
In this case, we would recommend that the betting odds and 
few other features for the specific match are also included 
in the model. This research may prove to be a good turning 
point in terms of start-ups. This model is then used to create 
an app or website for wagering. The model can also be 
implemented in a website which will help in journalism 
and the league as well. Twitter sentiment analysis: Live 
data will be fetched from Twitter by analyzing the sentiment 
of the posts posted on the platform. If a majority of these 
posts reflect positivism, the corresponding team is likely at 
a winning stage [6]. Conversely, if the posts are negative, it 
could mean that the team is playing poorly and it is likely 
that it would lose the match. 

Figure 7: Normalized dataset 2

Figure 6:Normalized dataset 1 
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