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1. INTRODUCTION
The I.T. industry alterations are frequent, and due to that, 
people engaged with the I.T. profession have to keep their 
self-updated with technology expansions. I.T. professionals 
and students strive to learn new technologies to prepare 
themselves for their next challenging I.T. role. Due to 
worldwide contribution to open-source technologies, new 
technologies are released regularly. Technology changes 
at a speed of light, so working in the I.T industry creates a 
need to be updated about the state-of-the-art technologies. 
Trend analysis is generally performed on quantitative data. 
To analyze trends, form data posted on a social platform 
is a challenging task because of the unstructured format of 
content, and lack of quantities from data. The researcher 
has studied approaches where social media platforms 
Twitter and LinkedIn are analyzed for sentiment analysis, 
citizen sensing [1], prediction of city events [2], skill topic 
extraction [3], and user profile analysis [4]. The key trait 
of the social stage is the ceaseless age of substance, which 
prompts the inference of new information out of it. Social 
stages are dynamic in nature, and they can be considered as 
new kinds of data assets for future pattern expectations with 
the utilization of information examination procedures. The 
conversation strings and substance accessible on the sites as 
Twitter, Facebook, and other online interfaces remembers 

most recent data and individuals’ view for various subjects 
and themes.

Social Media data is different from traditional 
documents such as newspaper articles. These non-structured 
texts can be found in several formats, written by dissimilar 
people in numerous languages and styles, written in day-
to-day language. It is a scientific challenge to develop an 
algorithm which extracts relevant information or topic 
from the text.

Utilization of unstructured social substance for 
tackling understand up and coming innovation forecast 
sort of issue is trying because of the intricacy of the 
structure, absence of setting, and casual nature of language. 
Considering the part of critical thinking, the substance 
assorted variety and information volume intrinsic in 
web-based life make huge down to earth difficulties 
for removing important data. Recognizing the “Rising 
Technology Trends” from internet-based life is an open 
test and engaging work that prompts the investigation of 
introduced look into the issue. 

This kind of research work can help partners of 
instruction network, including understudies, scholarly 
foundations, the executives, college, and so forth to help 
their dynamic procedure in zones of business, vocation 
way choice, and educational program planning process. To 
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handle the problem of social media mining and analysis, 
novel data mining techniques are required to be developed 
to analyze content created by multiple and heterogeneous 
users. In traditional data mining systems, the information 
is in a highly structured format and having a fixed volume 
compared to today’s data sources. Existing data mining tools 
can not directly incorporate unstructured data formats to 
identify or extract knowledge [9]. The motivation and idea 
behind this research are to design and develop a concept for 
processing open social media data and derive knowledge 
about emerging technologies of the I.T. field.

2. TECHNOLOGY CLASSIFICATION MODEL 
DEVELOPMENT
To accomplish the objective of technology trend prediction, 
there is a need to develop a process that can continuously 
collect and analyses information from social media. 
Developing a model for technology topic classification 
is challenging due to the large amount as well as the 
complexity of data formats. In this section, the model 
development process is explained where unstructured data 
is processed, and a classifier is developed to categorize 
unstructured text content into relevant technology topics.

2.1. Data Sources
Emerging technologies are specified in the job requirements 
which are posted by companies on job portals. There are 
online platforms and open forums to discuss technology-
related queries. Social platforms capture instant updates 
in discussion threads regarding any upcoming technology 
and trends. Considering all potential sources which capture 
the technology updates in their data itself, the following 
data sources are selected as information resources for the 
presented model. To select appropriate data sources, four 
types of data sources are analyzed, which include real-time 
data from users, social discussion content, and technology 
demand in job requirements.

•	 Social media - Twitter 
•	 Question answer sites - Stackoverflow 
•	 Job portals - Monster, Indeed 
•	 I.T. project site - GitHub 
These four data sources are selected to perform experiments 
for developing a technology classification model. The 
underlying dataset is having social post and their technology 
label for classification purposes. Input data of the model will 
have textual content with technical terms, and the developed 
model is aimed to identify and predict technology label/
tag social post. To achieve this aim, classification models 
are experimented to predict technology from unstructured 
content of social posts. 

2.2. Classification Algorithm Selection
The researcher has performed a comparative analysis 
of classification algorithms to study the characteristics, 
strengths, and limitations for selecting a classification 
algorithm to develop a technology trend classifier. Table 1 
presents the comparative study of classification algorithms 
in the context of their implementation method. The 
classification model is selected with consideration of the 
type of input data for this research work, the volume of the 
data, computational complexity, and time complexity. It has 
been derived from a comparative study and literature survey 
that SVM, Decision Tree, KNN, and ANN algorithms are 
compatible with data sources of social platforms.

3. PRE-PROCESSING SOCIAL CONTENT
The data sources Twitter, Stackoverflow, and job portals 
have unstructured text content with the following 
characteristics.
•	 Social posts and content are created by multiple users, 

i.e., job post or instant messages.
•	 The unstructured text does not have information on 

metadata, and it is difficult to map this information 
to standard database fields.

Table 1: Comparative study of classification algorithms
Classification algorithms Characteristics

Naive Bayes
This classification method implements Bayes’ Theorem of probability, which implicitly assumes that 
all the attributes of data are mutually independent.

Support vector machines Machine learning algorithm which divides the data in n-dimensional planes for classification purpose.

Decision trees
This algorithm is applied with decision rules and a tree structure to perform predictions from 
categorical and numerical data.

Artificial neural network 
This algorithm implements weights and biases in the linear equation and calculates the probability of 
an outcome based on calculations of mathematical units called neurons.

K-nearest neighbor
Algorithm which works on Euclidean distance between data points and classify new data points based 
on nearest observations.

Deep neural network
Learns underlying representations from data itself by deep neural layers and classify observations 
based on historical data.
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•	 Due to a lack of identifiable structure, it cannot be 
used by computer programs without pre-processing.

•	 Data neither conforms to a data model nor has any 
structure.

Unstructured text data found in informal content of social 
platforms and  web pages are noisy and dynamic; there 
is a need to process it for the information retrieval [17]. 
Data pre-processing transforms social content for further 
processing. This component consists of sub-processes data 
cleaning, tokenization, and transformation.

3.1. Data Cleaning
As social post contains misspelled words, quotations, 
program codes, extra spaces, extra line breaks, special 
characters, foreign words, etc. thus in order to achieve 
high-quality text content, it is necessary to conduct data 
cleaning at the first step. 
The following steps are performed for text cleaning. 
•	 HTML decoding, 
•	 Changing text to lower case, 
•	 Removal of junk characters, 
•	 Removal of stop words, 
•	 Removing spaces, punctuations, and additional junk 

characters from the text.

3.1.1. Algorithm 1: An algorithm for social post text 
content cleaning 
STEP 1.	START
STEP 2.	Define special symbols and characters to be 

replaced in text. 
	 Set REPLACE_BY_SPACE_RE =re.compile(‘[/

(){}\[\]\|@,;]’)

STEP 3.	Define junk characters
	 JUNK_SYMBOLS_RE = re.compile(‘[^0-9a-z 

#+_]’)
STEP 4.	Define stop words
	 STOPWORDS = set(stopwords.words(‘english’))
STEP 5.	Read job_post , tweet, question texts from of csv 

files
STEP 6.	FOR each post until length
	 a. HTML decoding
 	     text = BeautifulSoup(text, “lxml”).text 
	 b. Lowercase text text.lower()
	 c. REPLACE_BY_SPACE_RE symbols by space 
	     REPLACE_BY_SPACE_RE.sub(‘ ‘, text)
	 d. Delete symbols 
	     JUNK_SYMBOLS_RE.sub(‘’, text)
	 e. Delete stopwords from text
 	     ‘ ’.join(word for word in text.split() if word not 
	     in STOPWORDS)
STEP 6.	END FOR
STEP 7.	END
Above explained algorithm is developed by researcher to 
clean the unstructured textual content of social posts which 
will clean the text data for further processing. The sample 
of extracted post is presented where difference in content 
before text data cleaning and after cleaning can be identified 
from sample given in Figure 1. 

3.2. Tokenization and Transformation
To separate and filter technology terms from the social 
post shown in Figure 1, the process of tokenization is 
performed. In tokenization, there is a requirement to filter 
tokens out of social posts. Tokenization helps to divide the 

Figure 1: Stackoverflow post sample – before and after data cleaning
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textual information of social posts into individual words. 
Each sentence is divided into words using a tokenizer. In 
order to pass the words into the neural network, the tokens 
are required to be transformed into vector representations. 
There is an encoding scheme known as one hot vector 
encoding, which is a representation of categorical variables 
as binary vectors. Tokens are sorted and assigned an 
integer value. The occurrence of the term in a sentence is 
represented as a binary vector that is all zero values except 
the index of the integer, which is marked with 1. Social 
text is converted in tokens. The set of tokens is arranged 
in alphabetical order, and their occurrence in the text is 
noted by a pattern of integer encoding. Integer encoding is 
converted into two-dimensional metrics of 1 and 0.
Sample text: Python for NLP: Developing an Automatic 
Text Filter N-Grams
Cleaned text: Python NLP: Developing Automatic Text 
Filter N-Grams
Word positions: 0 1 2 3 4 5 6
Tokens: [‘python’, ‘nlp’, ‘developing’, ‘automatic’, ‘text’, 
‘filter’, ‘n-grams’]
Alphabetical order: [‘automatic’, ‘developing’, ‘filter’, 
‘n-grams’, ‘nlp’, ‘python’, ‘text’]
Integer encoded (position of occurrence of word in 
sentence): [3, 2, 5, 6, 1, 0, 4]
Matrix representation: 

[[ 0 0 0 1 0 0 0],
[ 0 1 0 0 0 0 0],
[ 0 0 0 0 0 1 0],
[ 0 0 0 0 0 0 1],
[ 1 0 0 0 0 0 0],
[ 0 0 0 0 1 0 0]] 

4. TECHNOLOGY CLASSIFIER
After the pre-processing of social posts content, SVM, 
Decision Tree, kNN, and Deep Neural Network algorithms 

have experimented on data sources described in Section 2. 
Based on experiments, algorithm selection for technology 
classification is performed by observing the classification 
accuracy of the model.

4.1. Technology Classification using SVM
Support-vector machines are first applied to classify 
social posts in and predict their relevant technology tag. 
The classification model is trained with 66% of training 
and 34% of testing data on the dataset of 1,50,000 social 
posts extracted from heterogeneous sources. Given a set 
of training examples, each marked as belonging to one or 
the other of two categories, and an SVM training algorithm 
builds a model that assigns new examples to one category 
or the other. SVM classifier is applied with the linear kernel 
as the predictor variable is separable linearly and having 
binary value to predict. The model accuracy results are 
shown in Table 2.

4.2. Technology Classification using kNN
After SVM, an experiment is carried out with the kNN 
algorithm, which is a non-parametric method used for 
classification and regression. The kNN model is trained 
by selecting Euclidian distance, random sampling, and 
3-fold cross-validation. The model is evaluated on 34% of 
the test set, where the following results are achieved for 
classification. It has been observed that the kNN model 
is suitable with seven neighbors and 89.40% of result 
accuracy.

4.3. Technology Classification using Deep Neural 
Network
A deep neural network model is selected by the researcher 
with the intent to execute experiments with large data 
volume and development of a model with the skill to 
mechanically study optimum feature representation for 

Table 2: SVM classifier model evaluation
Iterations Accuracy Precision Recall F1-score
50 84.00 0.357 0.317 0.336
80 85.80 0.399 0.138 0.205
100 85.90 0.386 0.107 0.167
120 86.70 0.367 0.090 0.145
140 86.70 0.379 0.095 0.152

Table 3: K-N classifier model evaluation
Neighbours K Accuracy Precision Recall F1-score
2 84.70 0.357 0.317 0.336
3 88.80 0.399 0.138 0.205
5 88.50 0.386 0.107 0.167
7 89.40 0.693 0.278 0.145
8 89.20 0.379 0.095 0.152
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technology classification. With a huge measure of preparing 
information, profound neural systems can proficiently 
delineate the crude contribution of content to a low-
dimensional vector portrayal, which jelly syntactic just as 
semantic parts of the info content. The following setup is 
chosen for trial and examination. DNN classifier is applied 
with ReLu actuation as an indicator variable is divisible 
straightly and having double an incentive to foresee. Model 
preparing subtleties and model exactness results have 
appeared in Table-4. 

Model optimization is performed by a training model 
with hidden layer neurons of 50, 100, 150, 200, and 250. 
It has been observed that there is no improvement in 
classification accuracy after 200 neurons in the hidden layer, 
where the threshold limit of 200 neurons is accepted for 
validating the model on the test dataset, which gave 94.40% 
of classification accuracy. SVM, Decision Tree, kNN, 
ANN, and Deep Feed-Forward algorithms are selected for 
the experiment [8]. The accuracy rate obtained in SVM, 
kNN, Decision Tree, and dense feed-forward network is 
86.70, 89.40, 99.63, and 94.40%, respectively. Based on 
the experiment result, a deep feed-forward neural network 
is selected for technology classification.

5. DEEP FEED FORWARD NEURAL 
NETWORK ARCHITECTURE
The researcher has designated a deep feed-forward neural 
network for technology classification as debated in the 
above section and protracted study of deep neural network 
architectures for making predictive model scalable to 
process data volume of the year 2008 to 2016. Firstly, 
basic experiments are done to predict trends of three main 
technologies (java, .net, python) on 14,10,198 records. 
Based on the experiments, the deep neural network is chosen 
for technology classification from community writing. The 
following figure presents the process flow of deep neural 
network architecture to classify and tag social posts into 
technology topics.

As shown in Figure 2, social post data is extracted 
first and pre-processed before passing to the predictive 
model. A deep neural network is trained with labeled data 
of social posts and its relevant technology tags. The trained 
model is tested on the unseen test data where on social 

post content is given to model in the form of vectors, and 
technology tag is predicted by the model with an accuracy 
of 94.4%, which is a good benchmark for heterogeneous 
data sources. The data passed as an input model is converted 
into tokens and word-vectors to be processed by a dense 
layer of the model. After a dense layer, the ReLu activation 
layer is added to remove the effect of negative values, and 
again Dense Layer is added for training the model. At last 
Softmax layer is added to calculate the probabilities of 
the class label where tag having the highest probability is 
selected to classify the post.

As a portion of the procedure, this paper covers the 
structure, modification, and growth of the Technology 
Classifier model. Feed-Forward deep neural network is 
selected for technology classification with the highest 
accuracy of 94.40%. After the development of the 
Technology Classifier, the Temporal Sequence Mapper 
component is planned to enumerate text information and 
produce an order of date wise technology request. Following 
determining the deep neural network-based method, studies 
were spreading to develop an endwise generalized model 
where hybrid neural network architecture of the feed-

Figure 2: Deep neural network technology classification 
architecture

Table 4: Deep neural network classifier model evaluation
Neurons Accuracy Precision Recall F1-score
100 90.30 0.125 0.125 0.222
150 91.70 0.199 0.138 0.205
200 93.10 0.186 0.107 0.245
250 94.40 0.167 0.090 0.208
300 94.40 0.179 0.095 0.208
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forward deep network and LSTM is premeditated for trend 
forecast purposes. The designed model is developed as part 
of the social media analytics framework.

6. CONCLUSION
This paper presents a study of the deep learning model 
development for the classification of social posts into 
technology topics. Based on the experiments, deep neural 
network model archives highest accuracy compared to 
other classification algorithms and selected for making the 
technology classifier model. Pre-processing discusses the 
data extraction, data pre-processing techniques utilized 
in this study, and data transformation techniques. This 
component uses pre-processing techniques of text cleaning, 
tokenization, and vector representation. The approach of 
focusing upon automatic identification of technology terms 
and the maximum likelihood of prediction accuracy has 
resulted in deep learning hybrid neural network models as 
the most suitable model over machine learning algorithms 
and statistical models. Results achieved as a part of our 
research experiment related to the prediction of future 
trends and technologies are aligned and matching with 
job demands. The model developed during our research 
work is able to extract the data from social platforms and 
identify the technology topics of the I.T. field and tag them 
without a manual feature engineering process. This work 
can be extended further to eradicate restriction of the feed-
forward deep neural network as it is not designed for time-
dependent data. The problem of technology trend analysis 
and prediction needs to process data, which is consuming 
time parameters or time-based order patterns where the 
possibility of future improvement is there.
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