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ABSTRACT
Food image classification and recognition is an emerging research area due to its growing importance in the medical and health industries. As India is growing digitally rapidly, an automated Indian food image classification system will help in the development of diet tracking, calorie estimation, and many other health and food consumption-related applications. In recent years many deep learning techniques evolved. Deep learning is a robust and low-cost method for extracting information from food images, though, challenges lie in extracting information from real-world food images due to various factors affecting image quality such as photos from different angles and positions, several objects appearing in the photo, etc. We used Non-Standard dataset for Indian Food images of 13 different classes consist more than 3500 images. In this paper, we use CNN as our base model to build our system, which gives an accuracy of 47% of the system. After that, we deployed the transfer learning technique with MobileNetV3 for improvement in accuracy, which resulted in an improvement in accuracy of up to 90%.
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INTRODUCTION
Computer Vision is the disciplines of computer science and artificial intelligence that empowers computer systems to extract significant and valuable insights from visual data in the form of images. Traditional image analysis methods have historically exhibited low classification accuracy. Deep learning techniques, however, have demonstrated promising results in the identification of food types and its constituent parts. Automated food identification is a rapidly growing research topic with important implications not only for the online community, but also for the medical and healthcare field. It has the capacity to aid in the estimation of caloric intake, the determination of food quality, and the development of dietary tracking systems for addressing issues like obesity.[1-3] However, the inter-class variability and the large within-class variability make it difficult to identify the food in the pictures, making it impossible to capture the sophisticated aspects with standard techniques.[4] CNNs-Convolutional neural networks have emerged as a powerful way for classifying food images to address this issue because they can increase classification precision while still being able to recognize such minor traits on their own.[5]

Deep learning techniques, coupled with the availability of larger datasets and computational resources, have simplified image classification tasks. Among these techniques, CNNs have gained popularity and are extensively used for image classification.[6,7] The food products have complex semantically distorted entities, making it difficult to define their structure.[8] In this regard, deep learning techniques show excellent performance. Subsequently, CNNs were able to easily recognize such types of features autonomously, improving their classification accuracy.[9,10] Therefore, our research aims to classify food images using CNN. For example, the two foods shown in Figure 1 represent images of chapati and butter naan. Although they look the same, they are two different foods classes.

In this research, we demonstrated that rather than constructing models from scratch, transfer learning techniques are used with already established methodologies. While producing better results, this method reduces computing
time as well as costs. For training and validation, the project makes use of a small & new food dataset with several classes and around 300 of photos for each class. The system can identify categories of images by utilizing pre-trained models.

After the introductory section, the subsequent sections of this paper are structured in the following manner: Section 2 provides an overview of the existing literature and research that is relevant to the topic at hand. Section 3 of this study pertains to the Methodology and Proposed System. Section 4 of the document presents the details pertaining to the implementation process and the subsequent results. Following this, Section 5 provides a comprehensive conclusion.

**RELATED WORK**

This section provides an overview of the methodologies employed by researchers in the classification of food images across different food categories.

In their comprehensive analysis, the authors\(^\text{[11]}\) examined a substantial number of studies that utilised deep learning methodologies in order to tackle various challenges within the food industry. These challenges encompassed a wide range of issues, including but not limited to food identification, calorie estimation, quality assessment of vegetables, fruits, meat, and aquatic food items, as well as concerns related to the food supply chain and the detection of contamination in food products. The study examined the potential of utilising deep learning as an advanced data mining technique in investigating the relationship between food consumption and sensory perception. The survey’s findings indicate that deep learning outperforms alternative methods, such as manual feature extractors and traditional machine learning algorithms, in terms of its potential as a tool for assessing the quality and safety of food.

The researchers\(^\text{[12]}\) conducted a series of experiments to demonstrate the significance of the Bag of Visual Words (BoW) paradigm in accurately classifying different types of food items. The initial step involved the application of rotation and scale invariant filters to the images, resulting in the generation of a compact codebook of Textons specific to each food category. The Textons, which were derived from a class-based learning approach, were aggregated to construct a comprehensive visual dictionary. The food images were analysed as visual word distributions, specifically employing the Bag of Textons approach, during the classification phase with the utilisation of a Support Vector Machine (SVM). The results of the trials indicate that the utilisation of the Bag of Textons methodology for image representation yielded higher levels of accuracy compared to the existing approaches employed for categorising the 61 categories within the Pittsburgh Fast-Food picture Dataset.\(^\text{[13]}\)

In their study, the authors\(^\text{[14]}\) suggested using a genetic algorithm and a modified coding ant colony optimisation technique to simultaneously control the SVM’s parameters and feature selection in order to categorise remote sensing photos using the best SVM. The results were compared to those of different evolutionary algorithms and swarm intelligence methodologies, such as GA, BPSO, BACO, BDE, and BCS. The proposed method performed better than the other research methods in terms of fitness values and was demonstrated to be durable and adaptive, indicating that it would be suitable for a few applications in daily life.

The predictive Thai fast food model\(^\text{[14]}\) was constructed through a deep learning process, wherein it was trained using real-world pictures from the GoogLeNet dataset. The dataset, referred to as the TFF (Thai Fast Food) dataset by the researchers, comprised a total of 3,960 images. A total of eleven distinct sets of food images were generated from the dataset, with each set exclusively featuring a distinct Thai culinary dish. The final category encompasses food items commonly found in Thai fast-food establishments that do not fall under any of the previously mentioned ten categories (non-ten types). The results obtained from an alternative test set indicate that the classification average accuracy for predicting Proposed Thai fast food is 88.33%.

The FoodAI smart-food logging system was proposed by\(^\text{[15]}\) in order to leverage the convenience provided by smartphones. This system offers state-of-the-art image recognition capabilities based on deep learning techniques. The development of FoodAI took place in Singapore, with a specific emphasis on the regional cuisines that enjoy significant popularity within the locality. The FoodAI models were trained using a corpus consisting of 400,000 food images, which were categorised into 756 distinct classes. A comprehensive examination and elucidation of the developmental process of this technology were also provided. The smartphone application Healthy 365, developed by the Health Promotion Board of Singapore, incorporated the utilisation of FoodAI, an API service.

In their study, the authors\(^\text{[16]}\) presented a novel methodology that combines the Convolutional Block Attention Module (CBAM) with three well-known deep learning architectures, namely MobileNetV2, VGG16, and ResNet50. The objective of this approach was to effectively categorise images of Asian cuisine. The implementation of a Mixup strategy, specifically mixed data augmentation, was suggested as a means to improve the accuracy of...
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discrimination by promoting smoother transitions between data points. The experimental comparison demonstrated the impact of implementing the Mixup technique and incorporating the CBAM mechanism on the outcomes. Upon considering these two criteria, the resulting Top-1 accuracy percentage for the final test set was 87.33%. The heat map's presentation was consistent with the emphasised aspects highlighted by CBAM. The findings yielded novel perspectives that enhanced the classification of photographs depicting Asian cuisine and validated the utilisation of the classification methodology.

In their study, the researchers [17] investigated the integration of an advanced food-matching technology with a widely recognised and validated method for studying meal choices, known as the “fake food buffet.” The objective was to streamline the collection and analysis of data through automation. The approach integrates deep learning techniques for identifying fake-food images with natural language processing methods for matching and standardising meals. The performance of the system was evaluated by employing metrics that rely on the intersection over union principle, as well as the widely accepted industry standard for pixel accuracy. The deep learning model exhibited an overall accuracy of 92.18%, with a classification accuracy of 93% specifically for food matching. The deep learning model underwent training using synthetic food images that were collected by a total of 124 research participants. These images were categorised into fifty-five distinct food classes.

The study conducted by the researchers involved the utilisation of pre-trained ResNet-152 and GoogleNet convolutional neural networks (CNNs) to analyse food picture datasets, namely Food 5K, Food-11, RawFooT-DB, and Food-101. The researchers extracted various characteristics from these datasets as part of their analysis. [18] The networks were initially trained utilising the MatConvNet software and the ILSVRC dataset, which stands for ImageNet Large Scale Visual Recognition Challenge. In this study, deep features were extracted from Convolutional Neural Networks (CNNs) for the purpose of training machine learning classifiers, including Artificial Neural Networks (ANN), Support Vector Machines (SVM), Random Forest, and Naive Bayes. The findings indicate that the utilisation of ResNet-152 deep features in conjunction with SVM and RBF kernel yields accurate classification of food items, achieving a 99.4% accuracy rate. This outcome was observed through the analysis of the Food-5K validation food picture dataset. In a similar vein, the results indicate a high level of accuracy, specifically 98.8%, when employing the identical dataset and classifiers, namely Random Forest, SVM-RBF, and ANN.

Methodology and Proposed System

In this section, we describe the proposed Indian food image classification and recognition system based on CNN and Transfer Learning. The research Proposed model has been depicted in Figure 2.

Indian Food Image Dataset

The “13_Indian_food dataset” was utilised in the researcher’s study. The dataset consists of over 3500 images. The dataset contains a comprehensive collection of food products, encompassing more than 13 distinct categories. Each category within the dataset contains a substantial number of images, exceeding 250 pictures per category. In this study, we will specifically focus on the food items indigenous to our local region. In order to mitigate the issue of overfitting, a portion of the training data, specifically 20%, is allocated for the purpose of validations. The proposed model for the research is illustrated in Figure 2.

Data Pre-Processing

Following the acquisition of the dataset, we proceeded to implement brightness normalisation. The aforementioned process involves altering the spectrum of pixel intensity values. One example of applications pertains to photographs exhibiting diminished contrast as a consequence of glare. Normalisation, also known as contrast stretching or histogram stretching, is a technique that is occasionally referred to by these alternative terms. In order to gain insight into the distribution of the quantity of images within each category, a list was generated containing 13 categories, each accompanied

Figure 2: Proposed Indian Food Classification and Recognition System Architecture
by its respective number of images. In addition, the images underwent rescaling during the conversion process, achieved by dividing each pixel value by 255.

**Feature Extraction And Classification**

For feature extraction and classification from the images, here we used Convolutional Neural Network method. We first build basic CNN model and then we used transfer learning method using MobileNetV3.

**CNN (Base Model)**

CNN, or Convolutional Neural Network, is a type of deep learning algorithm characterised by its feed-forward architecture. It is designed to process input images and effectively differentiate between various objects by assigning significance to specific features through the use of learnable weights. The development of CNNs is rooted in the biological principle of neurons found in the human brain, which possess the ability to acquire abstract characteristics and effectively categorise objects, demonstrating a notable capacity for generalisation. One of the primary rationales for selecting Convolutional Neural Networks (CNNs) lies in their capacity to facilitate weight sharing, thereby leading to a reduction in the number of parameters required for training. This approach facilitates seamless training and addresses the challenge of overfitting. The typical architecture of a Convolutional Neural Network (CNN) comprises several blocks of convolutional layers, activation functions, pooling layers, and fully connected layer. These components collectively contribute to the process of feature extraction and classification.[9,19-21]

The convolutional neural network (CNN) model employed in this research was constructed de novo. After conducting multiple iterations, the most optimal outcomes were achieved for a model comprising of four convolution layers, each with a kernel size of 3, padding set to ‘same’, and utilising the rectified linear unit (ReLu) activation function.

The dimensions of the image input are 224 pixels in width, 224 pixels in height, and 3 channels. The number of filters employed in each convolutional layer increases twofold in the subsequent layer. Specifically, the initial layer comprises 32 filters, whereas the final layer comprises 128 filters. After each convolution layer, a subsequent maxpooling layer is applied with a pool size of 2. This process effectively reduces the dimensionality of the data while preserving the most significant features. The output obtained from the maxpooling layer is transformed into a flattened representation, converting the 3D matrix of features into a vector. This vector is then forwarded to a fully connected dense layer that consists of 256 units and utilises the rectified linear unit (ReLU) as its activation function. The final layer of the neural network consists of a dense layer with a number of units equal to the total number of food categories present in the dataset, which is 13. The activation function used in this layer is ‘softmax’, which is responsible for classifying the images. The softmax function was employed in this study due to the presence of a multiclass classification problem. Architecture of proposed CNN Model shown in Figure 3.

**Transfer Learning with MobileNetV3**

MobileNet is a simple, efficient and very computationally very light weight convolutional neural networks for mobile vision applications.

MobileNetV3 is a convolutional neural network architecture designed for efficient and lightweight mobile applications. It is the third generation in the MobileNet series, following MobileNetV1 and MobileNetV2. MobileNetV3 was introduced by Google in 2019 and aimed to improve both accuracy and efficiency compared to its predecessors.

The key idea behind MobileNetV3 is to use a combination of different techniques to achieve a good trade-off between model size, computational cost, and accuracy. Some of the main features of MobileNetV3 include:

**Efficient inverted residuals**

MobileNetV3 utilizes inverted residual blocks, which are a combination of a lightweight bottleneck layer and an expansion layer. This design reduces the computational cost while maintaining a high level of representational power.

**Activation functions**
MobileNetV3 introduces novel activation functions, such as the Hard Swish and the Hard Sigmoid, which are designed to strike a balance between non-linearity and computational efficiency. These activation functions help in reducing the number of operations required while maintaining good accuracy.

In this experiment, MobileNetV3 was employed for the purpose of transfer learning. The outcomes of food categorization can potentially be obtained due to the utilisation of MobileNetV3, which has undergone pre-training on the ImageNet dataset. Hence, MobileNetV3 was employed for the purpose of feature extraction, followed by the application of a dense layer comprising 256 units, utilising the ReLU activation function. Subsequently, the photos were subjected to classification through the utilisation of a dense layer, wherein the number of units corresponded to the total count of food categories present within the dataset, which amounted to 13 in the current scenario. The softmax function was employed in this particular scenario as a result of the presence of a multiclass categorization problem. The architecture of the proposed Transfer Learning Model is depicted in Figure 4.

Model Evaluation

A variety of standards for measuring the effectiveness of the classification system have been adopted by the scientific community. The confusion matrix is used to assess the research's success using the following key parameters: true-positive (TP), true-negative (TN), false-positive (FP), and false-negative (FN). Validity metrics such as Accuracy, Recall, F1-score and Precision can be calculated using these parameters. Formulas of these validity matrices are as follows:

\[
\text{Accuracy} = \frac{(TP + TN)}{(TP + FP + TN + FN)} \quad (1)
\]

\[
\text{Precision} = \frac{TP}{(TP + FP)} \quad (2)
\]

\[
\text{Recall} = \frac{TP}{(TP + FN)} \quad (3)
\]

\[
\text{F1-score} = \frac{2 \times (\text{Precision} \times \text{Recall})}{(\text{Precision} + \text{Recall})} \quad (4)
\]

Implementation And Results

The experiment conducted in this study utilised Kaggle.com, an online platform specifically designed for deep learning purposes. In this study, our system is executed on a GPU P100, which has been made available through a portal, in order to enhance and expedite the computational processes. In this study, the implementation was carried out using the Tensorflow and Keras libraries. As previously mentioned, the dataset employed in this study comprises a collection of images depicting Indian cuisine, encompassing a total of 13 distinct food categories. The dataset contains a total of over 3500 images, with each class consisting of more than 250 images. The following are examples of images depicting various classes that are present within our dataset.

The data can be divided into three distinct categories, namely Training, Validation, and Testing. The training data will be utilised for the purpose of training the deep learning convolutional neural network (CNN) model. Subsequently, the performance of the model will be assessed by employing the test data, which consists of data that has not been previously encountered by the model. The images in this dataset were selected in a random manner using the ImageDataGenerator class from the keras library. Subsequently, in order to enhance the performance of the model, we conducted pre-processing on the images.

Implementation of CNN (Basic Model)

![Figure 4: Architecture of Proposed Transfer Learning model](image-url)

![Figure 5: Model Summary of CNN (Base Model)](image-url)
Now our dataset is ready as an input to the model. Here we build our convolutional neural network model from scratch. In this we use the following parameters:

- Input Shape: (224, 224, 3)
- Epoch: 100
- Initial learning rate: 0.0001
- Batch size: 32

In the feature extraction phase of CNN, we used ReLU activation function and at the time of classification used softmax activation function for proper classification of food images. As seen in Figure 5, we have total trainable parameters are more than 4.8 million. Now after training this model, it’s time to test our model and calculate the accuracy of our model. Here as you can see in figure, we got Test accuracy of our system is around 47%.

Here in Figure 6, we can see sample results of prediction, Train and validation accuracy and loss graph shown in Figure 7. Confusion matrix is shown in Figure 8 and classification report of system build with CNN (Base Model) shown in Figure 9.

![Figure 6: Sample of Prediction Result](image)

![Figure 7: Graph of Prediction Accuracy and Loss vs Epochs](image)

![Figure 8: Confusion Matrix of system with CNN (Base Model)](image)

<table>
<thead>
<tr>
<th></th>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>burger</td>
<td>0.61</td>
<td>0.62</td>
<td>0.61</td>
<td>65</td>
</tr>
<tr>
<td>butter_naan</td>
<td>0.50</td>
<td>0.38</td>
<td>0.43</td>
<td>66</td>
</tr>
<tr>
<td>chal</td>
<td>0.42</td>
<td>0.46</td>
<td>0.44</td>
<td>59</td>
</tr>
<tr>
<td>chapati</td>
<td>0.56</td>
<td>0.31</td>
<td>0.40</td>
<td>65</td>
</tr>
<tr>
<td>chole_bhature</td>
<td>0.52</td>
<td>0.40</td>
<td>0.45</td>
<td>68</td>
</tr>
<tr>
<td>dal_makhani</td>
<td>0.57</td>
<td>0.62</td>
<td>0.59</td>
<td>65</td>
</tr>
<tr>
<td>fried_rice</td>
<td>0.68</td>
<td>0.41</td>
<td>0.51</td>
<td>56</td>
</tr>
<tr>
<td>idli</td>
<td>0.48</td>
<td>0.53</td>
<td>0.50</td>
<td>58</td>
</tr>
<tr>
<td>jalebi</td>
<td>0.69</td>
<td>0.71</td>
<td>0.70</td>
<td>49</td>
</tr>
<tr>
<td>kadal_paneer</td>
<td>0.42</td>
<td>0.70</td>
<td>0.52</td>
<td>53</td>
</tr>
<tr>
<td>khaman</td>
<td>0.30</td>
<td>0.47</td>
<td>0.43</td>
<td>53</td>
</tr>
<tr>
<td>masala_dosa</td>
<td>0.19</td>
<td>0.31</td>
<td>0.23</td>
<td>49</td>
</tr>
<tr>
<td>momos</td>
<td>0.42</td>
<td>0.33</td>
<td>0.37</td>
<td>75</td>
</tr>
<tr>
<td>accuracy</td>
<td>0.47</td>
<td></td>
<td></td>
<td>781</td>
</tr>
<tr>
<td>macro_avg</td>
<td>0.49</td>
<td>0.48</td>
<td>0.48</td>
<td>781</td>
</tr>
<tr>
<td>weighted_avg</td>
<td>0.50</td>
<td>0.47</td>
<td>0.47</td>
<td>781</td>
</tr>
</tbody>
</table>

![Figure 9: Classification Report of CNN (Base Model)](image)

![Figure 10: Summary of model transfer learning with MobileNetV3](image)
To boost the performance of our system, we then used Transfer Learning method using MobileNetV3. As MobileNetV3 is pre-trained model on ImageNet, we freeze upper layers and just train lower layers in model using our Indian food image dataset. Here in figure 10, you can see by freezing upper layers non-trainable parameters are comes around 4.2 million and trainable parameters are just 0.3 million. So, our system will become fast because of less no. of trainable parameters.

In Transfer Learning with MobileNetV3 we use following parameters:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image Size</td>
<td>224x224</td>
</tr>
<tr>
<td>Epoch</td>
<td>100</td>
</tr>
<tr>
<td>Initial learning rate</td>
<td>0.0001</td>
</tr>
<tr>
<td>Batch size</td>
<td>32</td>
</tr>
</tbody>
</table>

After using this method, we got Test accuracy around 90%. Here in Figure 11, we can see sample results of prediction, Train and validation accuracy and loss graph shown in Figure 12. Based on Confusion Matrix showed in Figure 13, we calculated Precision, Recall and F1-score for each class. Here for calculation these we used classification_report class of sklearn library. Classification report is shown in Figure 14.

**Comparison of Accuracy for both method is shown in Table 1.**

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN (Basic Model)</td>
<td>49%</td>
<td>50%</td>
<td>47%</td>
<td>47%</td>
</tr>
<tr>
<td>MobileNetV3</td>
<td>90%</td>
<td>91%</td>
<td>90%</td>
<td>90%</td>
</tr>
</tbody>
</table>

**Conclusion**

In this paper, we proposed Transfer Learning using MobileNetV3 on Indian food image dataset for classification and recognition. We got higher accuracy of the system up to 90% with even a smaller dataset. We almost got 43% more accuracy in model where we used Transfer Learning with
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MobileNetV3 even in less time and with less computational power. Based on this we can say that really transfer learning with pre-trained model like MobileNetV3. Here we train our model with almost 3000 different food images and we feel that if we train these models with more bigger size dataset then system’s accuracy may increase. Even Data Augmentation techniques can be applied here for increase system’s accuracy. As MobileNetV3 is specially designed for running on less computation powerful platforms like mobile, tablet, smartwatch etc., proposed model can be used for building dietary system, calorie estimation application and healthcare applications for Indian people.
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